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Foreword

Since the world financial crisis, legislators all over the world have enacted new
regulations and guidelines in order to monitor banks and to control their risk
behavior. The compliance with regulatory requirements is often concerned with
the compliant design of business processes and information systems. Due to the
steady increase in regulations, this design effort challenges particularly the
financial service industry. On the one hand, financial institutes must provide
organizational structures to enable a proper collaboration of IT and legal experts
when planning regulatory-compliant information systems. On the other hand, the
frequency of enacted regulatory requirements increases steadily and forces
financial institutes to react in a timely manner in order to prevent serious penalties
or interruptions of business operations. The sum of all actions taken by an orga-
nization to respond appropriately to regulatory requirements are defined as com-
pliance management—a research field that finds a growing interest, especially
since the financial crisis.

Two types of regulatory requirements significantly affect financial institutions:
requirements that primarily influence the business processes and requirements that
primarily influence the supervisory reporting. Regulatory requirements on business
processes are particularly relevant for the design of the organization, while
supervisory requirements primarily affect the design of reporting and data ware-
house systems. The growing number of regulations and more interconnected
business processes lead to an increase of compliance management effort. The work
of Mathias Eggert suggests model-based solutions for reducing this effort.

Motivated by the importance of information modeling for the successful design
of information systems and business processes, Mathias Eggert investigates
compliance management approaches from a business process and a data ware-
house modeling perspective. He develops model-based approaches to analyze the
effects of legal requirements on business processes and data warehouses. In
addition, he gives insights into the influence of regulation on the design of
information systems and suggests solutions for the improvement of the collabo-
ration between IT and legal experts. The promising results are a valuable contri-
bution to the improvement of information systems in the financial service industry.

Miinster, July 16, 2013 Jorg Becker
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Chapter 1
Introduction

1.1 Motivation

Since the U.S. American bank Lehman Brothers ran into bankruptcy on September
15th 2008, global economy was pushed into a heavy recession. Two main reasons
for this financial crisis were broadly discussed: an extremely unregulated stock and
securities trading market as well as very leisurely equity regulations (Acharya and
Richardson 2009; Crotty 2009). According to Goodhart (2008) the regulatory
response to the crisis primarily affected at least seven major fields in financial
regulation: (1) The form of deposit insurance, (2) the bank solvency regimes, (3)
the money operations of central banks, (4) the liquidity risk management
requirements of commercial banks, (5) the capital adequacy ratio requirements
(Basel III was introduced), (6) the boundaries of regulation (conduits and struc-
tured investment vehicles are stronger regulated), (7) as well as domestic and
cross-border crisis management (Goodhart 2008). This body of regulation is
“normally extended incrementally, frequently to close a loophole which some
earlier fraud or financial disaster has exposed” (Brunnermeier et al. 2009, p. 1).
Meanwhile, the financial sector is perceived as “the most heavily regulated
industry” (Abdullah et al. 2010, p. 254).

The accelerated growth of the regulatory body has serious consequences for
financial institutes in general and for their management of regulatory compliance
in particular. The effort to manage the steady change of regulations and its impact
on the organization is increasingly challenging (Abdullah et al. 2010). An industry
study stating that the spending for ensuring compliance exceeds 32B US$ in 2008
(McGreevy 2008) confirms this challenge. Furthermore, compliance is regarded as
one of the most important information security issues, and was considered to be
even more important than malicious software (Ernst and Young 2005).

Regulations impact financial institutions primarily in two ways. They influence
the design and execution of the respective business processes and they influence
financial reporting, in particular supervisory reporting. Currently the German
Federal Reserve provides forms for 136 different reports that supervised banks are
required to submit frequently to different authorities (Bundesbank 2012). From a

M. Eggert, Compliance Management in Financial Industries, 1
SpringerBriefs in Information Systems, DOI: 10.1007/978-3-319-03913-8 1,
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2 1 Introduction

business process perspective, business processes of the financial industry are
affected, for instance, by the German Banking Law, the Minimum Requirements
for Risk Management (MaRisk) (BaFin 2011), and several guidelines, such as the
Investment Services Conduct of Business and Organization Regulation.

In today’s banks, both business processes and financial (supervisory) reporting
are heavily supported by specific Information Systems (IS) (Bonsén et al. 2010;
Pfeiffer and Flock 2011). IS play a significant role in the industrialization and
improvement of a bank’s process efficiency. The trend towards a continuous
business process reengineering (BPR) further increased the importance of IS
(Davenport and Beers 1995; Davenport and Stoddard 1994; Hammer and Champy
1993). Along with rethinking and redesign of business processes, business process
managers are confronted with a vast amount of (regulatory) compliance require-
ments. Not all measures that promise to increase process efficiency comply with
regulations. Thus, banks need to check whether a business process change request
complies with all relevant regulations.

The implementation of compliant business processes as well as the develop-
ment of regulatory compliant IS require that all stakeholders, such as Information
Technology (IT) and legal experts, collaborate closely in the requirements engi-
neering phase of an IS project. Therefore, conceptual modeling techniques support
the formal description of aspects of the physical and social world. They aim at
improving the understanding and communication among stakeholders (Mylopoulos
1992). The development process of an IS comprises the usage of conceptual models
because they allow for an early detection and correction of IS design mistakes
(Wand and Weber 2002). While the development of business requirements for IS
was investigated in many studies and is well-known (e.g., Gordijn and Akkermans
2003; Karlsson et al. 2002; Weber and Weisbrod 2002), regulatory requirements for
IS design differ from such business requirements fundamentally and need further
attention. “Specifying legally compliant requirements is challenging because
legal texts are complex and ambiguous by nature” (Massey et al. 2012, p. 1).
The complexity and vast amount of regulatory requirements ask for new ways of
collaboration between the stakeholders of regulatory-driven IT projects. In fact,
this raises the question whether the traditional requirements engineering methods
and tools are still feasible for IT projects in a regulatory environment.

The challenge to design and check conceptual regulatory compliant IS
requirements specifications strongly demands for software solutions that support
financial institutes in managing the impact of regulatory requirements. However,
current approaches for managing compliance challenges and regulatory impacts do
not fulfill all practitioners’ needs (Abdullah et al. 2010). Rather than developing
solutions, which assist organizations in managing regulatory requirements, IS
research currently focuses on exploratory studies (Abdullah et al. 2009). The book
at hand addresses this research gap and sheds light on methods and guidelines to
support the compliant design of reporting systems and business processes in
financial industries.
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1.2 Research Questions

In order to support compliance management in financial industries, this book
follows four research questions. First, the impact of regulations on IS development
processes is investigated and possible research artifacts that cope with the con-
ceptualization of model-based compliance management need to be classified.
Therefore, the first research question is:

To what extent do regulations influence the conceptual specification of
information systems (RQ1)?

From an organizational perspective, RQI1 is addressed by investigating the
influence of regulation on the organization and the management of IT departments
and IT service providers (RQ1.1). From a technical perspective, IS research arti-
facts that support model-based compliance management are classified (RQ1.2).

The second research question addresses the need to develop and evaluate an
approach for improving the efficiency and effectiveness of business process
compliance management:

How can the efficiency and effectiveness of business process compliance
checking be improved (RQ2)?

This question is answered by shedding light on five aspects. From a design
science perspective, the problem needs to be identified and the research work
needs to be motivated (Peffers et al. 2007). Therefore, a brief literature review
should provide insights into the state of the art of business process compliance
checking approaches (RQ2.1a). Based on these insights, a roadmap for further
research in this field is developed (RQ2.1b). In order to provide a solution that
addresses RQ2.1, a compliance management approach is developed that allows for
checking business process models for the fulfillment of compliance requirements
(RQ2.2). From a behavioral science perspective RQ2 is addressed in two ways.
First, an evaluation concept for proving the relevance and applicability of business
process compliance checking approaches is developed for financial industry case
studies (RQ2.3). Second, the concept is applied empirically in a financial industry
case in order to get insights into the applicability and relevance of the developed
artifact (RQ2.4).

Besides the fulfillment of business process compliance requirements, banks
must also comply with regulatory reporting requirements (Bundesbank 2012).
Therefore, the third research question addresses model-based compliance man-
agement for supervisory reporting:

How can the efficiency and effectiveness of the conceptual specification of
regulatory reporting requirements be improved (RQ3)?

This research question is answered with respect to four aspects. The challenges
of designing requirement specifications in a regulatory environment are identified
and discussed (RQ3.1). Based on the problem identification, a suitable modeling
technique is developed and evaluated in terms of efficiency and effectiveness
(RQ3.2). The aspect of applicability of the developed modeling technique is
addressed by an implementation of a modeling tool that allows regulatory analyses
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of conceptual models (RQ3.3). Finally, the modeling technique’s capabilities to
represent regulatory reporting requirements are investigated (RQ3.4).

Anytime when IS needs to be redesigned, for example, in order to comply
with a changed regulatory environment, a common ground (Clark and Brennan
1996) with respect to system requirements needs to be established (Bashar and
Easterbrook 2000; Mylopoulos 1998). Therefore, the last research question copes
with the collaboration of IS experts and legal experts in regulatory-driven IT and
research projects:

How can the collaboration of IT experts and legal experts be characterized and
supported in research and practice (RQ4)?

The collaboration of IT experts and legal experts is investigated from a practical
perspective (RQ4.1) as well as from a research perspective (RQ4.2). While from a
practical perspective IT experts from the industry are the main subject of inves-
tigation, the investigated subjects of the research perspective are IS researchers
and their perception of the relationship between IS and law. Finally, RQ4 is
addressed by the development of a research portal in order to classify and analyze
the interdisciplinary research artifacts from information law and legal informatics

(RQ4.3).

1.3 Book Structure

This book presents the essence of several research articles published in different
scientific journals and conferences. These articles served as a foundation for my
cumulative doctoral thesis. Besides the topic motivation and a brief introduction
into compliance management in financial industries, the work briefly describes the
relationship of the research results. The remainder is structured as follows: Chap. 2
provides an overview of the research background, which comprises the state-of-
the-art in business process modeling and compliance analysis, data warehouse
development, multisensory law, legal visualization, and foundations of regulatory
requirements engineering. In Chap. 3 the applied research paradigm and research
methods are described. Chapter 4 provides a synopsis of the research results
and describes its contribution to answer the research questions (RQI1-RQ4).
Chapter 5 discusses the research findings and gives a research outlook. The book
structure is depicted in Fig. 1.1. Each grey shaded area comprises a section in the
book and each black area comprises one research outcome.

The first set of publications (Becker et al. 2012c; Eggert et al. 2013b) identifies
the relevance of and provides findings about model-based compliance manage-
ment (RQ1). The second set of publications provides research results regarding the
improvement of business process compliance checking (RQ2). The corresponding
findings are published in three publications (Becker et al. 2011a, 2012a, e). The
third set of publications (Becker et al. 2012b, d; Eggert et al. 2013a) contains
findings regarding the improvement of conceptual modeling and the analysis of
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regulatory reporting requirements (RQ3). Chapter 4 addresses the collaboration of
IS experts and legal experts (RQ4). Corresponding research results are provided in
three publications (Knackstedt et al. 2010, 2012, 2013).
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Chapter 2
Research Background

2.1 Compliance Management and Regulatory
Requirements

The body of regulation for financial service providers increases steadily and even
faster after the world financial crisis of 2008. Corresponding regulation initiatives
aim at closing gaps which the financial crisis has exposed (Brunnermeier et al.
2009). Two major streams of compliance requirements for financial institutes
exist. One stream focuses on the proper design and execution of business processes
(business process compliance), while the other stream focuses on bank supervision
and financial reporting requirements. Both types of regulatory requirements need
to be addressed by compliance management activities.

The literature provides different definitions of the term compliance manage-
ment. Abdullah et al. (2009) define compliance management as “mechanisms to
keep enterprise’s businesses safe from possible violation of regulatory compli-
ance” (Abdullah et al. 2009, p. 2). A broader definition is provided by EI Kharbili
et al. (2008b), who perceive compliance management as “the term referring to the
definition of means to avoid [...] illegal actions by controlling an enterprise’s
activities. By extension, compliance management also refers to standards,
frameworks, and software used to ensure the company’s observance of legal texts”
(El Kharbili et al. 2008b, p. 2). According to Karagiannis (2008), compliance
management comprises three elements: the regulatory approach to ensuring the
conformance with regulations and corporate governance, the standardization
approach, which ensures conformance with standards, such as provided by ISO,
and the corporate standards/best practices approach, which ensures the confor-
mance with best practice frameworks. In this book, the term compliance
management is defined as the sum of all organizational and technical activities that
support the alignment of business processes and information systems with regu-
latory requirements.

According to an industry study among compliance experts, Abdullah et al.
(2010) identifies seven major compliance management challenges, of which italic
marked challenges are particularly addressed in this book:

M. Eggert, Compliance Management in Financial Industries, 7
SpringerBriefs in Information Systems, DOI: 10.1007/978-3-319-03913-8_2,
© The Author(s) 2014
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Lack of Compliance Culture

High Cost

Lack of Efficient Risk Management

Difficulties in Creating Evidence of Compliance
Lack of Perception of Compliance as Value-add
Lack of Understanding of its Relevance to Business
Lack of Communication among Staff

The lack of compliance culture comprises all cultural impacts of compliance on
the organization. Many organizations do not support compliance issues properly;
for instance, they do not provide management support or assign junior or “non-
star” resources to compliance issues only. The cost issue of fulfilling compliance
requirements hinders organizations to implement compliance frameworks. Small
and medium sized companies are particularly affected by compliance costs
because they do not have the capacity to manage compliance issues. The lack of
efficient risk management addresses the resistance to allocate sufficient resources
to identify and manage enterprise risks. Difficulties in creating evidence of com-
pliance refer to the organization’s inability to demonstrate and prove that the
organization is compliant. This challenge especially requires the controlling and
recording of compliance-relevant incidents. The identified lack of perception of
compliance as a value-add summarizes challenges of establishing a common sense
about the value of compliance. Many companies do not perceive compliance as a
benefit. Rather, they feel that compliance complicates businesses and that it pro-
vides no benefit for the business. This provokes the lack of understanding of
compliance relevance to business. Organizations must ensure that relevant regu-
lations for their business are identified and that employees understand these
requirements. Finally, the lack of communication among staff refers to the chal-
lenge of establishing efficient communication channels within the organization.
This lack addresses the problem of communicating regulatory changes and their
impact on organizations’ activities (Abdullah et al. 2010). This book addresses in
particular three challenges:

e High costs are addressed by the developed business process compliance
checking and report modeling approaches, which support compliance checking
tasks.

o The lack of understanding of compliance relevance to business and the diffi-
culties in creating evidence of compliance are supported by the analysis capa-
bility of the approaches developed, which enables searching for regulatory
affected business processes and reports. In addition, compliance frauds can be
detected.

e The developed modeling technique for regulatory reporting requirements aims
at building a common ground between system engineers and legal experts,
which addresses the lack of communication among staff. The communication
aspect will also be addressed by investigating the collaboration of IS and legal
experts.
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2.2 Regulatory Environment of Banks

Financial institutions are, in comparison to other industry sectors, heavily regulated.
Barth et al. (2004) provides five main reasons for restricting bank activities. First,
conflicts of interests appear when banks act in business areas, such as securities
underwriting or real estate investment, and ill-informed investors need to be
advised. Second, “moral hazard encourages riskier behavior” (Barth et al. 2004,
p. 209). If a more risk taking behavior is allowed, banks will increase their
investment risks to engage in more market activities. Third, the more complex a
bank is, the more complex it is to monitor such a bank. Fourth, such large banks may
become political and economically powerful that they are too big to fail. Fifth, large
financial institutes prevent market competition and reduce market efficiency (Barth
et al. 2004). In order to address these five reasons, mainly two regulatory types of
requirements exist which are described next: regulatory business process require-
ments and supervisory reporting requirements.

2.2.1 Regulatory Business Process Requirements

Business processes in financial institutes are regulated through many different
laws. They mainly come from three different sources: Legislation and regulatory
bodies, for instance, Sarbanes—Oxley Act (SOX), Markets in Financial Instru-
ments Directive (MiFID) and Basel III, standards and practical guidelines (e.g.,
SCOR, IS09000), as well as business partner contracts (Governatori and Rotolo
2010). Relevant process compliance requirements for banks can be found,
for example, in the MaRisk (BaFin 2011), the Securities Trading Act (ger.
Wertpapierhandelsgesetz (WpHG)) and the Investment Services Conduct of
Business and Organization Regulation (ger. Wertpapierdienstleistungs, Verhal-
tens- und Organisationsverordnung (WpDVerOV)).

One prominent example for a business process compliance requirement in
financial industries is the obligation to handout consulting protocols (§14 WpHG,
§14, Section 6 WpDVerOV). According to Section 5 of the Investment Services
Conduct of Business and Organization Regulation, a customer must receive ade-
quate information about the financial products offered in a financial consultation
process. In addition, according to Section 14, the financial service provider must
prepare a consultation protocol and is obligated to hand it over to the customer.
Figure 2.1 graphically depicts a process excerpt with the corresponding protocol
handout requirement. The bold framed elements comprise the process elements
that are necessary for fulfilling the handout requirement. Such a set of process
elements may be a part of a structural pattern, which can be applied for detecting
compliance frauds in several business process models.
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Fig. 2.1 Exemplary business process compliance requirement. Adapted from Becker et al.
(2012a)

2.2.2 Supervisory Reporting Requirements

To monitor banks, supervisory agencies require information regarding the full
range of activities and risk management procedures (BaFin 2011). In addition, the
reporting of adequate capital according to regulations, such as Basel or its trans-
formation into European law through the EU Capital Requirements Directive
(CRD) (Bongaerts and Charlier 2009), as well as the reporting of credit infor-
mation (in particular large exposures) to a central institution is of evident
importance (Barron and Staten 2003; Cowan and de Gregorio 2003; Tsai et al.
2011). Besides these banking specific disclosure requirements, several general
reporting regulations, such as the International Financial Reporting Standard
(IFRS) or the United States Generally Accepted Accounting Principles
(US-GAAP), need to be followed. According to Craig and Diga (1996) reporting
regulations can be classified in three different dimensions:
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Table 2.1 Excerpt of reporting requirements according to the MiFID regulation

Required information to fulfill reporting
requirements for the execution of customer
orders

Required information to fulfill reporting
requirements in financial portfolio management

(a) The name of the company
that creates the message

(b) The name or other designation of the
customer

(c) The trading day

(d) The trading time

(e) Type of order

(f) The place of execution

(g) Financial instrument

(h) Purchase/selling indicator

(i) The nature of the order if it is not a
purchase or sell order

(G) Quantity

(k) Unit price

(1) Total price

(m) Invoiced commission

(n) Customer tasks related to the order
execution

(o) A note, if the contracting party of the
investment service company (WpDLU)
was the company itself or a person or
group to which the WpDLU is a
member of, or if it was a customer of
the WpDLU

(a) Name of the investment service company
(WpDLU)

(b) The name and designation of the account

(c) The composition and evaluation of the
portfolio with details of any financial
instrument

(d) Total accrued charges and fees, which are
splitted by at least total management fees
and total costs, and a note that a detailed
description is sent on request

(e) Comparison of performance with a
benchmark

(f) Total amount of dividends, interest and other
payments during the reporting period

(g) Information on other measures of WpDLU,
rights regarding owned financial
instruments, lend financial instruments
and for each executed transaction within
the reporting period the Information from
(c) to (i) from the left column, in case the
customer does not require a separate
listing for each transaction

Adapted from Becker et al. (2007a)

e Financial reporting-related legislation, which contains all reporting regulations
that can be found in companies’ laws, securities laws and tax statutes.

e Official directives and guidelines issued by government agencies, which com-
prise regulations, such as companies’ law administrators, securities market

regulators and tax authorities.

e Rules and guidelines, issued by private sector organizations, comprise all reg-
ulations that are posted by professional accountancy bodies and stock

exchanges.

Regulations such as IFRS and US-GAAP, for example, can be assigned to the

category of financial reporting-related legislation. In this book, all three dimen-
sions of regulations are considered, since all regulatory requirements are investi-
gated regarding their relevance for IS design. In the following, the term regulation
is used for laws, directives, acts, rules, recommendations, and other principles,
which are relevant for financial report design.

The financial industry in Germany has several different supervisory reporting
requirements. On its web page the German Federal Bank summarizes all regula-
tory-driven reports that have to be generated by German banks. Depending on
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the business environment of a bank, up to 136 reports need to be generated
(Bundesbank 2012). In order to exemplarily demonstrate the content of such a
report, Becker et al. (2007a) summarizes a part of the report requirements for the
MiFID, which was implemented into German law in 2007. Parts of such reporting
obligations, which can be seen as data requirements for a data warehouse, are
summarized in Table 2.1.

Disclosure regulations and their electronic transformation are strongly related to
each other. Nowadays, the electronic exchange of regulatory required reports is
prominently supported by using the data exchange standard XBRL (eXtendable
Business Reporting Language). XBRL is based on the eXtendable Markup Lan-
guage (XML) and enables the automated production and consumption of financial
reporting and performance information (Bergeron 2004). Corporate information can
be incorporated directly into the data warehouse systems of information consumers,
such as the Securities and Exchange Commission (SEC) or other stakeholders
(Debreceny et al. 2010). Since its initial usage within the Australian Prudential
Regulatory Authority in 2002, XBRL has been adopted within several other regu-
latory directives and guidelines (Kernan 2008; Williams et al. 2006). Authorities
like the SEC or European supervisory authorities describe financial reporting obli-
gations by using the data exchange standard XBRL (Bergeron 2004; Debreceny and
Gray 2001). Moreover, XBRL becomes the central data exchange standard in the
area of credit monitoring and reporting corporate performance (Debreceny 2007).
With its standardization potential, XBRL makes an important contribution to a non-
ambiguous and well-defined data transfer between firms and supervisory authorities.

2.3 Business Process Modeling

Business processes are the central point of process-oriented corporate design.
While an organizational structure divides an organization into task-oriented units,
such as divisions and departments, business processes deal with the execution of
these tasks (Becker and Kahn 2003). Davenport defines a process as “structured
sets of work activity that lead to specified business outcomes for customers”
(Davenport and Beers 1995, p. 57). A business process is directed by business
objects and is influenced by a company’s environment (Becker and Kahn 2003).

Nowadays, companies try to conceptualize their business processes in order
to reduce complexity, increase understanding, and uncover optimization poten-
tial. Therefore, conceptual business process modeling techniques are applied
(Aguilar-Savén 2004; Bandara et al. 2005; Rosemann 2003). “Conceptual
modelling is the activity of formally describing some aspects of the physical and
social world around us for purposes of understanding and communication”
(Mylopoulos 1992, p. 50). Conceptual models play a significant role in IS
development as they allow for an early detection and correction of IS design
mistakes (Wand and Weber 2002). Business process models have received even
more attention since the business process reengineering trend in the early 1990s
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came up (Davenport and Stoddard 1994; Hammer and Champy 1993). Several
business process modeling techniques have been developed. According to an
industry study of Becker et al. (2010a), the most relevant modeling techniques in
financial industries are the Business Process Modeling Notation (BPMN) (Object
Management Group 2006), Event-driven Process Chains (EPC) (Keller et al.
1992), and the activity diagrams from the Unified Modeling Language (UML)
(Object Management Group 2005).

All these modeling techniques have in common that they are not domain-specific
and that they can be applied for several purposes. According to Pfeiffer (2008),
these properties come along with a couple of deficiencies: semantic inequality
conflicts, such as homonym conflicts, semantic equality conflicts, such as synonym
conflicts, and order conflicts. These identified problems of classical modeling
techniques lead to the development of building block-based modeling techniques,
which are semantically enriched by a domain ontology and standardized through
the usage of predefined building blocks. Process building blocks are reoccurring
activities in a certain business domain (Baacke et al. 2010; Becker et al. 2007b;
Lang and Bodendorf 1997; Pfeiffer 2008). One example for a building block-based
modeling technique is the PICTURE notation, which was developed for modeling
business processes in the public administration (Becker et al. 2007b). Adapting the
idea of building blocks for the financial industry, a domain-specific process mod-
eling technique for banks has been developed (Becker et al. 2010b; Weifl 2011).

2.4 Business Process Compliance Analysis

Several compliance-checking approaches have been developed in order to ensure
that business processes follow regulatory requirements. The major goal of this
research stream is either to ensure that a business process fulfills all regulatory and
business requirements or to detect compliance frauds after the execution of a
business process. El Kharbili et al. (2008a) separates approaches for the analysis of
business process compliance in two time-dependent classes: forward compliance
checking and backward compliance checking. Forward compliance checking
approaches aim to detect compliance frauds and analyze business processes with
respect to the fulfillment of compliance rules before (design-time compliance) or
while they are executed (run-time compliance). Hence, the processes are checked
during the design-time or execution- time. Backward compliance checking
approaches check whether a compliance fraud has appeared in the past. Thus,
backward compliance checking approaches allow for a retrospective analysis of
concrete process instances (El Kharbili et al. 2008a). This book solely focuses on
design-time compliance. In the remainder of this section, the requirements for
compliance checking approaches and common forward, run-time, and backward
compliance checking approaches are discussed.
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2.4.1 Requirements for Compliance Checking Approaches

The business process compliance checking approach, developed in this book, is
guided by the fundamental requirements for supporting semantic constraints, such
as business rules or policies, in process management systems (Ly et al. 2012):

e Formal language for constraint specification: A modeling language for
expressing compliance requirements and process constraints that allows for a
formal analysis is required.

e Constraint organization: A way to organize semantic constraints, such as
compliance rules, is necessary. The use of repositories (Ly et al. 2006) or
directories for such constraints (Sadiq et al. 2007) is suggested (Ly et al. 2012).

e Views on semantic constraints at different abstraction levels: Compliance rules must
be represented differently with respect to their viewer, i.e., business and legal experts
need a different view on compliance rules than tool and implementation experts.

e Support of lifetime compliance: The compliance of business processes must be
analyzable during design-time and run-time. In addition, a process management
system must allow for validating process instance changes and process model
adaptations.

e Support process-spanning scenarios: The compliance management system must
allow for validating multiple processes and process instances at once.

¢ Providing intelligible feedback: The user of a compliance management system
should get comprehensive feedback, i.e., providing an error diagnosis, advices
for conflict resolutions, and compensation strategies.

e Support of flexible constraint handling: The approach must allow for classifying
compliance requirements according to enforcement levels and enforcement
strategies, such as “only a bank branch manager may skip the personal customer
identification”. Hence, it must be possible to establish a relation between
organizational units and compliance rules.

e Support of traceability: The results of each compliance check must be docu-
mented properly in order to enable the reconstruction of the past compliance
checks and its results. In particular, compliance audits require this feature.

2.4.2 Design-Time Compliance Checking

Design-time compliance checking approaches belong to the group of forward
compliance checking approaches and work on process models that are not yet
deployed and thus can be changed without consequences for running process
instances. The approach of Foerster et al. (2007) allows for checking quality
constraints on business processes automatically. The authors specify simple con-
trol-flow patterns and formalize them using Linear Temporal Logic (LTL) (for
LTL see Clarke et al. 2000). In order to execute a pattern search, the approach



2.4 Business Process Compliance Analysis 15

makes use of the NuSMV model checker (Cimatti et al. 2002). The result is binary,
expressing whether the process model is compliant or not.

Another research stream focuses on the development of modeling techniques
for compliance rules as one element for the model checking approach. In many
cases these approaches use or extend the Formal Contract Language (FCL)
(Governatori and Milosevic 2006; Governatori et al. 2006; Governatori and Rotolo
2010). The approaches detect missing or prohibited activities within a process
model. The Process Compliance Language (PCL), which extends FCL, combines
defeasible logic and deontic logic and allows for formalizing exceptions, viola-
tions and obligations (Governatori and Rotolo 2010). Based on these findings, Lu
et al. (2008a; 2008b) developed an algorithm that enables the quantification of the
effort that is needed to transform a non-compliant process model into a compliant
one. Sadiq et al. (2007) integrate control objectives in business processes using
FCL. The approach classifies the control objectives among four types: flow, data,
resource, and time tags (Sadiq et al. 2007). Mueller (2010) focuses on the struc-
tural analysis of BPMN process models by conceptualizing compliance require-
ments with the Process Pattern Modeling Language (PPML) and the Process
Constraint Modeling Language (PCML). The modeling techniques facilitate the
definition of structural model patterns and constraints, which are transformed into
LTL in order to enable the formal analysis of BPMN models.

Woerzberger et al. (2008a, b) develop the visual Business Process Compliance
Language (BPCL), which enables the definition of a limited set of control flow
constraints on simplified syntax Business Process Execution Language (SimBPEL)
process models, which are restricted to Web Service Business Process Execution
Language (WS-BPEL) models (Alves et al. 2007). Accorsi et al. (2011) present an
approach to verify data security requirements in cloud-based workflows, which is
based on Petri-nets. They argue for a better comprehensibility of Petri-nets for
business experts compared to other formal languages, such as LTL or FCL.

Ghose and Koliadis (2007) develop an approach that can be applied for gen-
erating process models and for selecting the most similar one to a given (com-
pliant) process model. The approach aims to support the selection of process
models that resolves compliance violations. Schumm et al. (2010) also supports
the design of compliant business processes. Their approach uses pre-defined
compliance fragments in order to support process modelers in creating compliant
process models. For supporting root cause analyses, Elgammal et al. (2010)
present a set of predefined composed compliance patterns. Combined with an
analysis approach based on LTL, these patterns are used to guide process modelers
in resolving compliance violations in business processes.

The Process Entailment from the Elicitation of Obligations and Permissions
(PENELOPE) approach (Goedertier and Vanthienen 2006) provides the foundation
for an automatic generation of compliant BPMN models using a Prolog algorithm.
The approach allows for defining temporal restrictions as well as activity operators.
Kuester et al. (2007) developed an approach that generates compliant business
process models considering object life cycles, which contain all possible states of a
data object, such as generated, granted, settled, and rejected for a credit application.
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2.4.3 Run-Time Compliance Checking Approaches

Run-time compliance checking approaches differ from design-time compliance
checking in their dependency on the business process execution environment.
They require run-time information while executing a processes instance (Rossak
et al. 2006). Liu et al. (2007) developed a modeling technique to represent com-
pliance requirements, the so-called Business Property Specification Language
(BPSL). The language affords a checking of compliance rules based on a Finite
State Machine (FSM). For transforming models developed using the Business
Process Execution Language (BPEL) into FSMs and checking them, the LTL and
the Pi calculus (Milner 1999) was applied. Milosevic (2005) integrates policy
definitions into business processes and enable the monitoring of run-time
compliance.

One research stream of run-time compliance checking focuses on the analysis
of business contract constraints in business processes (e.g., Alberti et al. 2007;
Milosevic et al. 2002; Weigand and van den Heuvel 2002). Alberti et al. (2007)
conceptualize contract constraints using three event notions: happened, expected,
and not-expected. At run-time the approach records all events and checks whether
or not contract conditions have been violated. Milosevic et al. (2002) present
control mechanisms for a role-based contract management architecture and pro-
vide an assessment approach based on subjective logic. Weigand and van den
Heuvel (2002) link the specification of business object-based workflow systems
with the formal specification of business contract constraints, using the XML-
based business contract specification language.

Ly et al. (2008; 2006) develop an approach for checking the semantic cor-
rectness in process instances at run-time. Limitations are discussed in Ly et al.
(2012). Based on these limitations, they present a compliance-checking framework
that enables visual compliance rule modeling and a subsequent automatic for-
malization using first-order predicate logic. The authors extend their approach to
support the compliance of the whole lifecycle of business processes, which
comprises compliance verification during design-time and run-time as well as for
process changes and process evolutions (Ly et al. 2012).

2.4.4 Backward Compliance Checking

Approaches for backward compliance check whether a business process has been
executed in accordance with all regulatory requirements and business constraints.
To check the process instances, process execution logs are analyzed by using
mining techniques (El Kharbili et al. 2008b). Van der Aalst et al. (2005) use an
LTL checker to verify process logs regarding expected and unexpected behavior.
Rozinat and van der Aalst (2008) extend this approach and check whether a
process log complies with its process model. Chesani et al. (2007) develop an
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algorithm to transform process models of the health care industry into a formal
language based computational logic and verify its conformance with a given
process execution, derived from the event log. Ramezani et al. (2012) apply a
Petri-net based approach to formalize 55 control flow oriented compliance con-
straints and classify them among 15 compliance rule categories.

Summing it up, compliance-checking approaches support the checking of
business processes and provide a feedback whether the execution of a business
process is in line with regulatory requirements. When the compliance of super-
visory reports needs to be ensured, such approaches have a limited applicability.
Supervisory reports are data-driven and receive its content mostly from data
warehouses, whose development foundations are elaborated in the next section.

2.5 Data Warehouse Development

“A data warehouse is an integrated and timevarying collection of data derived
from operational data and primarily used in strategic decision making by means of
online analytical processing (OLAP) techniques” (Hiisemann et al. 2000, p. 1). It
connects Online Transaction Processing (OLTP) systems with OLAP components
(Chaudhuri and Umeshwar 1997)." The latter allow for a fast interactive naviga-
tion through the so-called multidimensional data space and supports information
searches, mainly performed by managers (Colliat 1996). The tasks of extracting
(E), transforming (T) and loading (L) data from the transactional systems into the
data warehouse is called ETL process (Inmon 1996).

2.5.1 Data Warehouse Concepts

In order to conceptually design data warehouses, Holten (2003) specifies master
data of management views. This master data contains concepts that are frequently
used in data warehouse projects. Figure 2.2 summarizes common concepts (in the
following, concepts are written in italics) and presents their representation in four
different modeling techniques for conceptual data warehouse design, namely
Multidimensional Entity Relationship Modeling (ME/RM) (Sapia et al. 1998),
Application Design for Processing Technologies (ADAPT) (Bulos 1996), the
Dimensional Fact Model (DFM) (Golfarelli et al. 1998) and H2 for Reporting
(H2fR) (Becker et al. 2007d). Hettler et al. (2003) and Knackstedt et al. (2005)
compare these modeling techniques and discuss their similarities and differences.

' For an overview of data warehouse and OLAP technologies see Chaudhuri and Umeshwar
(1997).
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Fig. 2.2 Comparison of data warehouse modeling concepts. Adapted from Knackstedt et al.
(2005)

The first data warehouse concept is the dimension, which spans a multidi-
mensional space for management views. Each dimension contains dimension
objects, which represent concrete objects of interest, such as a concrete city or a
concrete financial product. Dimension objects are organized in hierarchies,
whereas each dimension object is uniquely assigned to one hierarchy level. In
order to limit the navigation space of a dimension, the concept of dimension
scopes, which are sub trees of a dimension, has been introduced. Ratios are
hierarchically organized in ratio systems according to their functional or algebraic
relationship. To define the (multidimensional) information space, consisting of one
or more dimensions and ratios, the concept of information objects has been
introduced (Holten 2003).

2.5.2 Data Warehouse Development Process

Traditional (transactional) database development processes usually comprise four
phases: requirements analysis and specification, conceptual design, logical design,
and physical design (Batini et al. 1992; Vossen 2008). These four phases are also
identified as a process model for data warehouse design (Hiisemann et al. 2000,
p. 1). The phases, their input and outputs as well as the phase results are depicted
in Fig. 2.3. The requirements analysis and specification phase gets the operational
databases and its schemas as input. The main objective of this phase is eliciting the
user and business requirements for the data warehouse. A first impression of
dimensions, attributes, and ratios is expressed and linked to database attributes of
the operational databases.

The resulting semiformal business concept acts as input for the conceptual
design phase, in which multidimensional data warehouse schemas are developed.
The conceptual design phase aims to develop graphical multidimensional
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diagrams, containing dimensions, hierarchies, and ratios. Therefore, conceptual
modeling techniques help to conceptualize the data warehouse schema. According
to Rizzi et al. (2006), conceptual modeling techniques can be classified into three
categories: extensions to the entity relationship model (ERM) (e.g., Goeken and
Knackstedt 2009a; Sapia et al. 1998; Tryfona et al. 1999), extensions to UML
(e.g., Abell6 et al. 2006; Harren and Herden 1999; Priebe and Pernul 2001), and
ad hoc models (e.g., Bulos 1996; Golfarelli et al. 1998).

In order to improve and accelerate the data warehouse design process, conceptual
reference models for data warehousing have been introduced (e.g., Becker and
Knackstedt 2003; Becker and Knackstedt 2004; Goeken 2004; Goeken and
Knackstedt 2007). Reference models are information models whose content can be
reused for several application scenarios (Becker and Knackstedt 2004; Fettke and
Loos 2007a; Thomas 2007; vom Brocke 2002). Regarding the conceptual data
warehouse development phase, reference models can be used to predefine dimen-
sions, hierarchies, and ratios for a certain group of data warehouse users. The
configuration and adaptation of reference models allow for specifying parameters to
develop configurable reference models, which are reference models that can be
adapted to a company-specific environment (Knackstedt and Klose 2005).

The developed conceptual model of a data warehouse is used as an input for the
logical design phase. Based on the conceptual models, platform dependent models
of the data warehouse are developed that consider the logical structure of the data
warehouse (mostly relational). The logical model is constrained, for example, by
required response time or disc space, and is tailored for the implementation on the
target system (Rizzi et al. 2006). Target database systems are typically relational
or multidimensional. For relational database systems, the star or snowflake sche-
mas, which differ in their way of normalization, are applied (Vassiliadis and Sellis
1999). A star schema’s dimension tables are denormalized, while a snowflake
schema’s dimension tables are normalized according to the different hierarchy
levels. Multidimensional databases are implemented by using data cube storage

Conceptual design

Logical design
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procedures, such as condensed cubes, dwarfs, and QC-trees (Rizzi et al. 2006). The
result of the logical design phase is a formal logical schema, which simultaneously
is the input for the physical design stage.

The data warehouse design process ends with an implementation of a physical
database schema, which is the result of the physical design phase. The physical
database schema contains implementation specific and mostly performance rele-
vant adjustments, such as partition and index considerations. In addition, OLAP-
specific justifications, such as pre-aggregation of data and justifications for parallel
processing are performed (Bellatreche and Mohania 2009; Rizzi et al. 2006).

The book at hand focuses on the requirements analysis and -specification phase
as well as the conceptual design phase. The investigation of the collaboration of IS
and legal experts addresses the requirements elicitation and stakeholder collabo-
ration in IS projects. The development and evaluation of a modeling technique for
conceptual regulatory reporting requirements addresses the conceptual data
warehouse design phase.

2.6 Multisensory Law and Legal Visualization

Multisensory law is a new legal discipline and focuses on the investigation of
sensory phenomena of the law, such as visual, audiovisual, or tactile-kinesthetic
(Brunschwig 2012). “Multisensory law mainly deals with the law as a uni-and
multisensory phenomenon within and outside the legal context” (Brunschwig
2012, p. 714). The major goal of multisensory law is to improve the communi-
cation and mediation of legal requirements. One area, which commonly uses legal
visualization, is the traffic law. The famous stop sign, for example, signals a car
driver that he has to stop at the end of the street in order to look whether the
crossing street is free of traffic.

Legal visualization is a sub area of multisensory law and comprises the visual
representation of legal requirements. Its history reaches back to the year 1300,
where the Saxon Mirror (ger. “Sachsenspiegel”) was introduced to illustrate the
law in pictures, sequences of images, and texts (Oppitz 1990). Today, graphic
designers, psychologists, lawyers, and experts from related disciplines again try to
visualize the law by using models or other graphical representations (Sachs-
Hombach 2005). Boehme-NeBler (2005), for example, discusses the opportunities
and threats of legal visualization and argues for the potential of visualization
approaches for the understanding of legal requirements.

Nowadays, legal visualization approaches focus on a more structured repre-
sentation of legal requirements. The usage of mind mapping for the representation
of legal information on E-government websites, for example, is investigated by
Brunschwig (2006). As a mediation device between lawyers and client"s,
McCloskey (1998) introduce the concept of legal map making, which comprises
two approaches. The first one is called organizing metaphors and comprises
images, such as a bridge or a scale to visualizing legal requirements. The second
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approach is the template approach, which comprises the drawing of cases and the
extraction of essential legal elements, which are reused to develop a logical model
to explain the case (McCloskey 1998).

A second research stream focuses on the visualization of contracts (Becker et al.
2012f; Berger-Walliser et al. 2011; Kabilan 2005). Becker et al. (2012f) argue for
the usage of conceptual process models for the representation of procedural parts
of a contract. Berger-Walliser et al. (2011) suggest to use contractual literacy and
visualization in order to help establishing a cross-professional communication
among business and legal experts. Kabilan (2005) discusses the transformation of
contract obligations to BPMN models and argues for the need to semantically
integrate contract terms and conditions into business process models.

A third research stream, which is more process model related, focuses on the
integration of legal requirements and control objectives in modeling techniques
(Alpar and Olbrich 2005; Carnaghan 2006; Olbrich and Simon 2008; Sadiq et al.
2007). Alpar and Olbrich (2005) extend the event-driven process chains by legal
aspects to explicating the regulatory requirements for a certain event or activity.
They argue for the relevance of including the legal framework in process models
and demonstrate the modeling technique with a process example of the German
Federal Insurance Institute for Salaried Employees. Olbrich and Simon (2008)
discuss the formal modeling of regulations for regulated processes in public
administrations. The developed approach allows for deriving process structures,
which are implicitly described in the legal paragraphs. Carnaghan (2006) inves-
tigated business process modeling approaches for its usefulness for audit risk
assessments. The modeling constructs of different business process modeling
techniques are compared to those identified as relevant for process level audit risk
assessments (Carnaghan 2006). Sadiq et al. (2007) argue for the need to provide a
systematic approach that helps understanding business and control objectives of
business processes. They visualize four types of control tags: flow (control flow
constraints), data (data retention and lineage requirements), resource (access, role,
and authorization management), and time tags (deadlines and maximum durations)
and annotate them to process model elements (Sadiq et al. 2007).

This book addresses multisensory law and legal visualization in two ways. First,
the developed modeling technique for regulatory reporting requirements is a
contribution to the field of legal visualization since the law is represented in a
structured graphical way. Second, the visual representation of the business process
compliance patterns is perceived as a transfer of legal requirements into a struc-
tural pattern, which can also be regarded as a legal visualization.

2.7 Regulatory Requirements Engineering

In order to conceptualize regulatory requirements for the sake of developing
compliant IS, two major challenges exist. First, compliance experts and IS
developers must determine the set of regulatory requirements that are relevant for
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business processes and IT systems. Second, tasks that result from the regulatory
requirements must be determined in order to comply with the regulations
(Kerrigan and Law 2003). Thus, an organization must first identify all relevant
regulations before it begins to check whether or not an IT system is compliant with
regulatory requirements (Otto and Antén 2007). But even if the relevant
requirements are identified, it is still challenging to extract requirements for system
design because the legal terms and expressions are difficult to understand for IS
designers and non-legal experts (Toval et al. 2002).

Systems for supporting legal requirements in requirements engineering are faced
with several challenges. Otto and Ant6n (2007) identify nine elements for systems
that support the regulatory-driven analysis and requirement specification. They
guide the development of the business process and reporting compliance artifacts in
this book. According to Otto and Antén (2007), such systems must allow for:

identifying relevant regulations

classification of regulations with meta data

prioritizing of regulations and exceptions

managing evolving regulations

tracing between references and requirements

ensuring consistency by using data dictionaries and glossaries
navigating and searching semi-automatically

annotating regulatory statements

computing queries for comparing legal concepts and compliance.

According to Massey et al. (2012), research in legal requirements engineering
focuses on two streams: techniques that derive legal requirements for software (e.g.,
Barth et al. 2006; Massacci et al. 2005) and techniques that ensure the compliance of
software requirements with regulations (e.g., Breaux and Antén 2008; Breaux et al.
2006; Otto and Antén 2007). This book addresses both streams. On the one hand, a
modeling technique to represent legal supervisory requirements is presented, which
helps ensuring the compliance of reporting systems (Becker et al. 2011a; Becker
et al. 2012a; Becker et al. 2012e). On the other hand, an approach to check the
compliance of business processes and conceptual data warehouse models auto-
matically is presented and evaluated (Becker et al. 2012b,d; Eggert et al. 2013a).

This section provides the foundations to develop new and extended artifacts in
order to manage the compliance of information systems and business processes.
Basic regulatory requirements in the financial service industry and their impact on
business processes and the data warehouse are introduced. Related work in the
area of business process modeling and process compliance analysis builds the
foundation for the development of a new compliance analysis approach for
business processes. The data warehouse development process is described in order
to explicate the necessity of conceptual data warehouse modeling. Finally, legal
visualization and regulatory requirements engineering works are elaborated in
order to provide the foundations for the development of a modeling technique for
regulatory requirements.



Chapter 3
Research Design

3.1 Design Science Research

The IS research discipline is characterized by two major research paradigms:
behavioral science and design science (Hevner et al. 2004). While behavioral
science aims to develop and evaluate theories regarding the behavior of humans
and organizations, design science aims to develop new and innovative artifacts
(Hevner et al. 2004; March and Smith 1995; Winter 2008). The research work at
hand predominantly follows the design science research paradigm (Peffers et al.
2007) for structuring the research process.

Several different research results have been developed in this work in order to
address research questions RQ1-RQ4. Research results that follow the design
science research paradigm can be classified within the research output schema of
March and Smith (1995), who develop a classification of relevant design science
artifacts. These research outputs are constructs, models, methods, and instantia-
tions (March and Smith 1995). Constructs form a specialized language and
explicate the shared knowledge of a particular domain, such as the mentioned
modeling techniques for business processes (Keller et al. 1992; Object Manage-
ment Group 2005; Object Management Group 2006) or data warehouses (Becker
et al. 2007d; Bulos 1996; Golfarelli et al. 1998; Sapia et al. 1998). “A model is a
set of propositions or statements expressing relationships among constructs”
(March and Smith 1995, p. 256). Applying BPMN to develop a concrete business
process model is one example for a model artifact. A method comprises a set of
steps that are used to perform a special task. Methods make use of constructs and
models and represent tasks for working with these artifacts, such as transforming
models from one representation to another one. Finally, instantiations realize and
implement one or more artifact(s) either as a specific tool or as an information
system (March and Smith 1995).

Based on design research and research about design research, Peffers et al.
(2007) developed a process model that guides rigorous and relevant design science
research. The design science research methodology (DSRM) consists of six partly
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iterative phases, which are depicted in Fig. 3.1. In the following, the main tasks of
the six phases and its inputs and outputs are briefly explained in accordance to
Pefters et al. (2007).

e Problem identification and motivation: The first phase in the design science
process aims to identify and conceptualize the problem and evaluates the value
of a solution. By conceptually atomizing the problem, a possible solution loses
complexity and the problem becomes manageable. Expressing the value of a
solution to the problem at hand motivates researchers to work on a problem
solution. As a result, inferences for a possible solution are derived.

e Define the objectives of a solution: Based on the identified problem and research
motivation, the second phase aims at defining the objectives of a solution, which
might be quantitative (e.g., the performance of the algorithm should be
increased by 10 %) or qualitative (e.g., the usability of the interface must be
improved). Fulfilling this phase requires fundamental knowledge of the current
state of the problem, the current state of the solution, and the efficiency of the
solution. The results of this phase are theory-guided objectives, which can be
applied for the solution development.

e Design and development: Aiming to design and develop artifacts that comprise
solutions for the identified problem (constructs, models, methods, and instan-
tiations), the third phase includes the determination of the functionality and
architecture of the solution to be developed. Thereby, knowledge to solve the
identified problem is generated, which acts as input for the demonstration phase.

e Demonstration: The goal of the demonstration phase is to prove that the idea for
solving the identified problem works. This is facilitated by showing that the
developed solution can be used to solve one or more instances of the described
problem. Several different research methods can be applied for this research
step, such as case studies, simulations, or experiments. The results of this phase
are metrics and analyses, which provide knowledge about the applicability of
the developed solution.
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e FEvaluation: Compared to the demonstration phase, the evaluation phase aims to
measure how well the developed artifact works for solving the identified
problem. One essential task within the evaluation is the comparison of the
observed application results with the former defined objectives of a solution.
The evaluation can comprise different methods to get appropriate empirical
evidence or logical proof that the designed artifact is a proper solution to the
identified problem. Depending on the results, the researcher may go back to the
design phase in order to find a different solution to the problem.

o Communication: Hevner et al. (2004) and Archer (1984) argue for the need to
communicate research results. This last step in the design science research
process comprises the continuous publication of research results in scholarly and
professional journals and conferences. Therefore, knowledge about the scientific
discipline and relevant outlets is necessary.

3.2 Complementary Research Methods

A research method consists of a couple of sequential operations that acquire
knowledge and lead to predictable results (Ilivari et al. 1998; Mingers 2001).
Mingers (2001) argues for the desirability of applying a multi-method approach in
IS research. Applying a pluralist methodology in IS research has two major
advantages. First, the plurality of structures in the real world makes it necessary to
analyze the generated events with different methods. Second, research is not seen
as a single event. Rather, research work is perceived as a process containing
different tasks and problems, which require different methods (Mingers 2001).
Many IS researchers follow this methodology pluralism (e.g., Hevner et al. 2004;
Tivari et al. 1998; Peffers et al. 2007).

Each research result presented in this book has been developed by applying one
or more research methods, which are briefly described in the following. Common
research methods in IS research are interviews and focus group interviews,
informed arguments, literature reviews, method engineering, surveys, laboratory
experiments, and case studies. They are applied and discussed in several IS
research papers (e.g., Boudreau et al. 2001; Chen and Hirschheim 2004; livari
et al. 1998; Mingers 2001; Rosemann and Vessey 2008; Vessey et al. 2002). In the
following, each complementary research method, which is applied in this work, is
briefly described.

e An interview is not simply an exchange of questions and their corresponding
answers. Rather, an interview is a process, in which two or more persons are
actively involved and which leads to the creation of a collaborative effort to
creating a contextually bound story (Fontana and Frey 2005). The interview
process is controlled by the researcher and can be conducted as one-to-one or as
a group interview (Oates 2006). An interview process can be structured or
unstructured. Structured interviews are guided by a question guideline, whereas
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unstructured interviews constantly react to the interview flow without a clear
question structure. Data from interviews can be collected in three ways, either
by making field notes of what the interview partner says or by using audio or
video tape recording, followed by a transcription (Oates 2006). A special kind of
interview is the group interview, also called focus group interview (Kvale 1996;
Oates 2006). Focus groups use group interaction as one major part of the
method. A common group size is between 8 and 12 individuals plus a moder-
ator, who promotes the discussion and ensures that the discussion focuses on the
topic of interest (Stewart et al. 2007). Independent of the concrete interview
type, the method must be used carefully because of several biases, such as
socially desirable responding (Podsakoff et al. 2003), which may hinder a proper
research process.

Informed arguments belong to the descriptive evaluation methods and make use
of information from an existing knowledge base and derive convincing argu-
ments for the usefulness of artifacts (Hevner et al. 2004). “Argument is a means
of discovering truth, negotiating differences, and solving problems” (Yagelski
and Miller 2012, p. 2). To create an informed argument, often patterns of logic,
particularly for inductive and deductive reasoning, are applied. Hevner et al.
(2004) suggest to use informed arguments as a means to evaluate IS research
artifacts.

A literature review is the backbone of each scientific work and provides a
foundation for advancing the knowledge base (vom Brocke et al. 2009; Webster
and Watson 2002). Rowley and Slack (2004) define a literature review as “a
summary of a subject field that supports the identification of specific research
questions” (Rowley and Slack 2004, p. 31). Several procedures for conducting
literature reviews have been suggested in the IS literature (e.g., Fettke 2006;
vom Brocke et al. 2009; Webster and Watson 2002). They all have in common
that they suggest to use a structured forward and backward search after an initial
search process has been conducted. In this way, the whole body of knowledge is
investigated and it can be ensured that all relevant research works for one topic
are considered in the literature review. The goal of each literature review is not
only to provide information about the past research. Rather it should endup in a
research agenda, which can be used to close the identified research gaps
(vom Brocke et al. 2009). Reviews do not necessarily focus on scholarly
journals and conference proceedings. They may also be applied for analyzing
newspaper articles or online reports.

In order to develop IS design methods, the concept of method engineering (ME)
has been introduced (Brinkkemper 1996; Brinkkemper et al. 1999). “Method
engineering is the engineering discipline to design, construct and adapt methods,
techniques and tools for the development of information systems” (Brinkkemper
1996, p. 276). It is closely related to situational method engineering, which aims
to develop project-specific methods, derived from other method fragments
(Harmsen et al. 1994). One example is the adaptation or extension of a general
data modeling technique, such as the ERM, to a special project context. Both
method engineering and situational method engineering aim to formalize the
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usage of methods for system development (Henderson-Sellers and Ralyté 2010).
Ralyté et al. (2004) distinguish four ME types. While ad hoc ME approaches start
developing a method from scratch, paradigm-based ME approaches build upon
existing models or meta-models to instantiate, abstract or adapt them to develop
new To-Be models. Extension-based ME approaches extend existing methods
and enhance these methods with new constructs. Assembly-based ME use
method fragments in order to recreate a new method. Therefore, the concept of
method components is used (Ralyté et al. 2004).

e A survey is a means to elicit characteristics, actions, or opinions of a large group
of people (Tanur 1982). According to Pinsonneault and Kraemer (1993), a
survey for research purposes has three characteristics. First, the survey produces
quantitative aspects of the investigated population. Since the survey method
belongs to the group of quantitative research methods, standardized information
about the subjects are necessary. Second, the main way of collecting data is the
usage of questionnaires with standardized questions. The questions of such
questionnaires might be about the respondent himself or about other analysis
objects. Third, in general, data is collected about a fraction of the whole pop-
ulation, a so-called sample. The sample should be large enough to allow for
statistically significant analyses (Pinsonneault and Kraemer 1993). Conducting a
survey requires the consideration of some guidelines for preventing a bias of
respondents. Several guidelines to prepare questionnaires have been published
so far. The development of questionnaires in this work is guided by the work of
Dillmann et al. (2009).

e Experiments in a controlled environment are used in order to validate IS
research artifacts. The so called laboratory experiments take place in a setting,
whose variables and assignments of participants to various treatments are
controlled by the researcher (Boudreau et al. 2001). Vessey et al. (2002) dif-
ferentiate laboratory experiments in experiments with human subjects and
software experiments. Whereas experiments that include human subjects focus
on the observation of problem-solving situations, software experiments are
characterized by the comparison of one or more systems based on various
dimensions (Vessey et al. 2002). This book focuses on laboratory experiments
with human subjects.

e A case study “examines a phenomenon in its natural setting, employing multiple
methods of data collection to gather information from one or a few entities
(people, groups, or organizations)” (Benbasat et al. 1987, p. 370). It is con-
ducted in the field (e.g., at a company’s headquarter, office, or branch) and can
also be described as a field study (Chen and Hirschheim 2004). A case study
makes use of several data collection methods, such as sighting documents,
conducting interviews, physical artifacts (devices, tools, etc.) or observing the
field environment (Benbasat et al. 1987; Yin 2003). Yin (2003) differentiates six
types of case studies. Single and multiple case studies refer to the number of
cases they observe. Both types can be combined with the primary character of
the case study, which can be exploratory, descriptive, and explanatory. Case
studies are applied in different disciplines, such as accounting (Scapens 1990) or
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operations management (McCutcheon and Meredith 1993). In IS research, case
studies are one of the most applied research methods (Chen and Hirschheim
2004; Orlikowski and Baroudi 1991). According to Benbasat et al. (1987) the
application of case studies for IS research has three advantages. First, the usage
of IS can be investigated in a natural setting, which enables gathering new
insights into practice and the generation of theories from practice. Second, the
understanding of phenomena can be increased by its observation. Third, case
studies can be used to investigate areas, which are currently not attended in IS
research. New industry-relevant topics may arise, which are currently not
regarded in research. Case studies provide valuable insights into such topics and
investigation areas (Benbasat et al. 1987).

3.3 Research Process and Outcome

As outlined in Sect. 1.2, this book has four major research questions (RQ1-RQ4).
Each question is answered by two or more research results, which are assigned to
one of the four research areas (Compliance Management and IS, Business Process
Compliance, Reporting Compliance, and Collaboration of IS and Legal Experts).
Furthermore, each research result can be primarily assigned to one or more phases
of the design science research methodology according to Peffers et al. (2007).
Error! Reference source not found. depicts the assignment of each research result
to its primarily addressed DSRM phases, and the applied research method(s). In
the following, each research result, its applied research method, and its primarily
affected DSRM phase is briefly outlined.

3.3.1 Compliance Management and Information Systems

The results in the first research area address the investigation of the impact of
regulation on conceptual IS design (RQ1). First, the influence of regulation on the
organization of IT departments and IT service providers is investigated by con-
ducting a survey (Eggert et al. 2013b). A cross-industry study using Structural
Equation Modeling (SEM) and Partial Least Squares (PLS) based on Contingency
Theory (Donaldson 2001) is presented. Based on informed arguments, a research
framework for model-based compliance management artifacts is developed
(Becker et al. 2012c). Both research works can be primarily assigned to the
problem identification and objective definition phases of the DSRM.

3.3.2 Business Process Compliance

The second block aims at improving the efficiency of business process compliance
checking (RQ2). Therefore, an extensive literature review is conducted in order to
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identify research gaps in the state-of-the-art of business process compliance
checking approaches (Becker et al. 2012a). Based on these findings, the design and
development of a business process model checking approach that (1) is applicable
on arbitrary modeling techniques and (2) for all kinds of compliance requirements
(expressed as compliance patterns) is presented (Becker et al. 2011a). Further, the
approach is demonstrated as a tool implementation. Based on the developed
business process model checking approach, an evaluation method for compliance
checking approaches, which partly applies considerations of the Technology
Acceptance Model (TAM) (Davis et al. 1989; Venkatesh and Bala 2008) is pre-
sented (Becker et al. 2012e). The method is mainly discussed by informed argu-
ments and can be assigned to the evaluation phase of the DSRM. Finally, the
development process of the generalizable business process compliance checking
approach plus a focus group interview-based evaluation at an IT service provider
for financial institutes is discussed.

3.3.3 Reporting Compliance

The central goal of the research work in the reporting compliance section is to
improve the modeling and analysis of regulatory report requirements (RQ3). First,
the challenges of regulatory reporting for IS engineering are derived from two
focus group interviews with experts from the financial industry. These qualitative
results are matched with results from a structured literature review, which has led
to a research agenda. In order to model regulatory reporting requirements for bank
supervision, a multidimensional conceptual modeling technique is developed using
method engineering and informed arguments. The modeling technique is evaluated
with a laboratory experiment (Eggert et al. 2013a). In order to demonstrate the
applicability of the modeling technique it is implemented into an adapted mod-
eling tool based on the H2-Toolset (Fleischer 2013) (Becker et al. 2012d). The
research work primarily makes use of a method engineering approach and
informed arguments to express the relevance of the tool extensions for conceptual
report analyses. It can be assigned to the DSRM phases design, development, and
demonstration. Finally, the modeling technique is applied in three modeling pro-
jects for regulatory report requirements. In a laboratory experiment, students
developed three extensive data warehouse models based on the modeling tech-
nique in order to demonstrate its feasibility (Becker et al. 2012b).

3.3.4 Collaboration of IS and Legal Experts

The overall research objective of the fourth research area is to conceptualize and to
support the collaboration of IS and legal experts (RQ4). Three research artifacts
have been developed in this area. A model-based framework for the collaboration
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of IS and legal experts in regulatory-driven IS projects provides insights into the
practitioner perception of IS and law (Knackstedt et al. 2012). Based on a case
study of an e-government case in Germany, the framework was developed and has
led to design guidelines for further IS projects in a regulatory context. The rela-
tionship of IS research and law is then investigated in order to motivate a com-
bined perspective in further IS research projects (Knackstedt et al. 2013). Based on
an extensive literature review and informed arguments, the perceived relationship
of IS and law is elaborated and discussed. Finally, the development of a research
portal for legal informatics and information law provides a means for collaboration
and for identifying research works in this evolving discipline (Knackstedt et al.
2010). Based on the informed argument approach, the portal is introduced and
demonstrated.



Chapter 4
Research Results

4.1 Compliance Management and Information Systems

Revisiting a model-based perspective on compliance management enforces the
necessity to identify the relevance of models and its analysis for the purpose of
managing regulatory requirements for IS. Following the first research question,
this section aims to investigate the influence of regulation on model-based infor-
mation system design (RQ1). This research objective is fulfilled by investigating
the influence of regulation on the organization and management of IS (Eggert et al.
2013b). Furthermore, the results motivate the development of a classification
framework for model-based research artifacts for compliance management
(Becker et al. 2012c¢).

Based on the contingency theory (Galbraith 1973; Lawrence and Lorsch 1967)
and its adaptation for Management Information Systems (MIS) (Weill and Olson
1989), a theory-based framework for the influence of regulation on the manage-
ment and organization of IT departments has been developed (Becker et al.
2011Db). In this context, the term MIS is used for all organizational capabilities of
an IT department or IT service provider. The model acts as a theoretical basis to
determine the influence of the degree of regulation on the management and
organization of MIS (RQI.1). The basic assumption thereby is that the more an
organization is regulated the more legal experts are involved in IT projects
(hypothesis H1). Clark and Brennan (1996) stated that the more complex the social
and physical world is, the more complex is the establishment of a common ground.
Particularly in regulatory-driven IT projects, legal and IS experts are faced with
communication challenges caused by different educational background and a
different language.

Conceptual models help establishing a common ground between stakeholders
(Kung and Solvberg 1986; Mylopoulos 1992). This leads to the second hypothesis:
More involvement of compliance experts in IS development projects leads to an
increased use of formal design and analysis approaches (hypothesis H2). Further, it
is assumed that the use of models and model analysis methods has a positive
influence on the performance of MIS, such as software development process quality.

M. Eggert, Compliance Management in Financial Industries, 31
SpringerBriefs in Information Systems, DOI: 10.1007/978-3-319-03913-8_4,
© The Author(s) 2014
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Table 4.1 Respondent demographics

Title Senior managers Middle managers Advisors Total

N 25 61 19 105
Percentage (%) 23.81 58.10 18.09 100

Work experience (SD) (years) 18.52 (9.05) 18.80 (9.95) 12.42 (10.00) 18.44 (9.94)

The theoretical model was applied in order to develop a survey that has been
used to ask IT and compliance experts from the retail and banking industry as well
as from governmental institutions. The questionnaire can be found in Eggert et al.
(2013b). Altogether 105 full answered questionnaires could be collected at two
German practitioner conferences and through an online and paper based survey.
Table 4.1 provides an overview about the skill and work experience level of the
respondents. All participants have an average work experience of about 18 years
with a standard deviation of 9.94 years. The demographics indicate that the
majority of respondents are highly experienced.

The data was analyzed using the SEM/PLS method and the software smartPLS
(Ringle et al. 2005). Except for two hypotheses (the relationship between the degree
of regulation and the usage of formalization and analysis as well as the relationship
between expert involvement and process quality), all remaining hypotheses could
be confirmed. In particular, the confirmation of a strong relationship between the
degree of regulation and the involvement of compliance experts in regulatory-
driven IT projects (H1) motivate further research about the way of collaboration.

Furthermore, a positive correlation between the involvement of compliance
experts and the usage of formalized modeling and analysis methods could be
confirmed (H2). This significant correlation indicates that the more compliance
experts are involved in regulatory IT projects the higher is the probability of using
model and model analysis approaches in such projects. These results accumulate
the basis for the thesis at hand, as they indicate that conceptual models and analysis
approaches play a significant role in regulatory-driven IT projects. The whole
model, the R?, Q?, and beta values are depicted in Fig. 4.1. The model contains
seven constructs and one control variable. A significant correlation could be found
between the degree of regulation and the expert involvement (H1). The more an
organization is regulated the more compliance and legal experts work in regulatory-
motivated IT projects. Furthermore, the data confirms a significant relationship
between expert involvement and the usage of formalization and analysis methods,
such as modeling techniques and model analysis approaches (H2).

Besides the confirmation of the hypotheses H1 and H2, the model reveals two
more interesting insights into the impact of regulation on MIS. The significant
correlation between executive commitment for regulatory IT compliance and the
involvement of compliance experts (expert involvement) indicates that only when
the management strongly supports IT compliance, corresponding legal and com-
pliance experts are part of such IT projects. In turn, if executive commitment for
IT compliance is missing, the likelihood of compliance and legal expert
involvement in regulatory-driven IT-projects is much smaller.
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Fig. 4.1 The influence of regulation on MIS (Structural Model). Adapted from Eggert et al.
(2013b)

Furthermore, the positive relationship between the usage of formalization and
analysis methods and the outcome of software development processes (process
quality) confirms a higher likelihood that regulatory IT projects will be finished in
time and budget when modeling and analysis methods are applied. Due to expe-
riences in non-regulatory IT projects, this result is not surprising, but again confirms
the importance of models and analysis techniques for IT compliance projects.

4.1.1 Framework for Model-Based Compliance Management

The results above emphasize the necessity for using conceptual models and their
analysis methods in regulatory-driven IT projects. While the alignment of IT with
business requirements has been thoroughly investigated under the term IT alignment
(e.g., Henderson and Venkatraman 1992; Parker et al. 1988), the alignment of IT with
regulatory requirements has remained a less regarded field of study. Initial results on
legal requirements engineering and the analysis and extraction of rules and obliga-
tions are provided by Otto and Antén (2007), Breaux and Antén (2008), and Breaux
et al. (2006). In order to address this gap, a research framework for merging con-
ceptual modeling and law for regulatory compliant IS design is developed (Becker
et al. 2012c) (RQ1.2). The framework comprises three dimensions to classify cor-
responding research results. First, the research artifact is classified regarding the
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applied research method. The research result that has to be classified was created
either by using a design science or by using a behavioral science research approach.

Second, the research artifacts can be classified among their model level. Three
modeling levels are available in the framework: metamodel, model, and model
analysis. While new modeling techniques and their evaluations can be assigned to
the metamodel level, the model level contains all research artifacts regarding the
application of a modeling technique to develop and to evaluate a concrete con-
ceptual model, for example, a conceptual reference model for compliant bank
processes. Approaches for the analysis of conceptual models, for example, regarding
the effected processes when a regulation changes, and its evaluation are assigned to
the model analysis level.

Finally, the third dimension classifies the model type or model domain, which
describes the main purpose of the model. The dimension contains the domains
process compliance, reporting compliance, and web applications but it is not limited
to these three domains. Other domains of the model application for legal require-
ments may appear in the future. Research results regarding the regulatory com-
pliance of business processes (e.g., Eshuis and Wieringa 2004; Ghose and Koliadis
2007; Goedertier and Vanthienen 2006; Governatori et al. 2008; Governatori and
Rotolo 2010) can be assigned to the process compliance domain. Research about the
regulatory alignment of IS in order to fulfill reporting requirements (e.g., Goeken
and Knackstedt 2008, 2009b; Knackstedt et al. 2012) can be assigned to the
reporting compliance domain. The consideration of legal requirements for web
applications have been investigated by Knackstedt et al. (2006).

By applying the framework, existing research in the field of model-based
compliance management can be classified and further research potential can be
identified. For this research work, the framework is applied in order to classify the
model-based research artifacts for reporting and business process compliance. The
framework is depicted in Fig. 4.2 and contains all business process (results 3—6)
and reporting compliance (results 7-10) research results developed in this book.

4.2 Business Process Compliance

The identified relevance of conceptual models for regulatory-driven IT projects
indicates that business process models play a significant role for the regulatory-
driven development and change of business processes. On the one hand the
financial sector is one of the most regulated industry sectors (Abdullah et al. 2010),
which hampers the checking of business processes for their compliance with rules
and regulations. On the other hand a bank consists of several hundred business
processes (Raduescu et al. 2006), for example, report on a financial institution with
more than 1,800 business processes), which possibly may be affected by a regu-
latory change. In order to deal with this challenge, the research goal of business
process compliance research is to improve the efficiency and effectiveness of
business process compliance checking (RQ2).
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Fig. 42 Research framework for legal information systems modeling. Adapted from Becker
et al. (2012¢)

Four aspects focusing on a conceptual design-time perspective address research
question RQ2. First, a state of the art analysis about the existing compliance
checking approaches and its general applicability is conducted (RQ2.1). The
results are used for developing a compliance checking approach that addresses the
identified research gap. The goal is to develop a business process analysis
approach that is (a) general applicable and that (b) increases the compliance
checking efficiency and effectiveness (RQ2.2). The developed artifact is imple-
mented in a prototype in order to demonstrate the feasibility. In order to evaluate
the artifact, an evaluation concept is developed that answers the question of how to
evaluate a business process compliance checking approach in an industry case
study (RQ2.3). The concept is then applied in two evaluation workshops. The
workshop results provide insights into the relevance and acceptance of the
developed generalizable compliance checking approach for financial industries
(RQ2.4).

4.2.1 State-of-the-Art

Many business process compliance checking approaches have been introduced in
the literature (Awad 2010; El Kharbili et al. 2008a). They can be classified
regarding the point in time when the analysis is executed. In general, the
approaches can be differentiated between forward (design-time and run-time) and
backward compliance checking approaches (see Sect. 2.4). The state-of-the-art
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analysis at hand investigates design-time compliance checking approaches and
their general applicability in different application scenarios.

According to Hevner et al. (2004), design-science research “holds the potential
for three types of research contributions based on the novelty, generalizability, and
significance of the designed artifact” (p. 87). In particular, generalizability is one
major requirement for business process compliance analysis approaches since they
must be applicable in different industry contexts. Generalizability in terms of
compliance checking of business process models has two criteria that need to be
considered and are used for the literature search.

First, sufficient approaches need to be independent of the modeling technique.
According to Recker et al. (2009), there exist several different modeling tech-
niques, which are frequently in use. In particular financial institutes make use of
several different modeling techniques in order to model their business processes
(Becker et al. 2010a). Thus, the first literature search criterion is the modeling
technique generalizability. An approach has a high modeling technique general-
izability when its application is not restricted to one single modeling technique and
when no compiler is needed in order to transform a model for analysis.

The second literature search criterion is the compliance rule generalizability.
Many different compliance rules and regulatory requirements exist, which need to
be checked in business process models. A narrow compliance rule generalizability
allows for checking linear control flows, such as predecessor-successor relation-
ships. A medium compliance rule generalizability additionally allows for checking
annotations, such as attributes of business process activities. Finally, a broad
compliance rule generalizability has no limitations for the checking of business
process models. Approaches that reach this state allow for checking all regulatory
requirements regardless their complexity. In particular patterns across different
models, such as process model, organizational chart, and IT architecture, are rated
as rather complex compliance patterns.

In addition to these two analysis criteria, the practical applicability and eval-
uation of the approach is an important step in the design science research paradigm
(Hevner et al. 2004). Three levels of evaluation are differentiated. The lowest level
is the absence of any evaluation. Such approaches solely contain a technological
concept and have had no proof-of-concept. The next level comprises approaches
that have been implemented in a software tool. Approaches with the most
advanced evaluation implement the concept as a prototype and apply the software
in a realistic company case study.

Based on a structured literature search and by following the search principles of
Webster and Watson (2002) as well as vom Brocke et al. (2009), 26 different
relevant business process compliance checking approaches could be identified and
evaluated (Becker et al. 2012a). Figure 4.3 depicts the relevant approaches and
their classification between the two dimensions Modeling Language Generaliz-
ability and Compliance Rule Generalizability. A rectangle represents the absence
of evaluation, a circle represents approaches with prototypal evaluation and a
diamond stands for approaches with real world evaluation. All numbers refer to the
approaches in Table 4.2.
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The results of the literature review show that current developments in the area
of business process compliance checking either focus on specific modeling tech-
niques (areas D, E, F) or cannot support the whole range of compliance patterns
(areas A, B, D, E). Additionally, only one approach (Mueller 2010) (No. 17) could
be identified, which was evaluated in an industry setting. Concluding the results,
current business process compliance checking approaches are not able to support
the generalizability in terms of modeling techniques and compliance rules.
Thus, they lack in practical relevance, which demands for investigating new
general applicable solutions for business process compliance checking (area C).

4.2.2 Model-Based Business Process Compliance
Analysis Approach

The identified research gap is addressed by the development of a model-based
business process compliance checking approach that is (a) applicable for all
modeling techniques, (b) capable of checking all kinds of compliance patterns, and
(c) is prototypically implemented in a meta modeling tool (Becker et al. 2011a).
The approach makes use of set operations applied to a set of modeling language
elements. Therefore, the approach operationalizes any conceptual model as a graph
(G) with model elements as vertices (V) and its relationships as edges (E), where
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G = (V, E) with E < V x V. The basis of each model pattern builds a generic
specification of conceptual modeling languages, which comprises element types as
atomic model elements, object types, such as vertices, and relationship types, such
as edges. Particular model elements are instantiated from their element type and are
specialized in concrete objects and relationships. Figure 4.4 depicts the relationship
of model elements, objects, and relationship types as well as their instantiation.

The compliance checking approach uses set operations in order to define
compliance patterns that allow for a generic application regardless of the modeling
technique that was used for developing the process models. Altogether four cat-
egories of set operations for the pattern definition are supported by the approach
and its prototypal implementation (Becker et al. 2011a):

e Operations regarding specific properties of model elements (e.g., type, value, or
domain).

e Operations that combine elements and relationships.

e Operations to build patterns representing a recursive structure.

e Operations that allow for a convenient and simplified pattern definition (oper-
ations that are derived from those already introduced).

In order to demonstrate the general applicability of the approach, a proprietary
domain modeling language for business processes, the so called Semantic Business
Process Modeling Language (SBPML) (Becker et al. 2009), was applied to model
a credit application process. In addition, three types of compliance patterns are
defined: control flow rules, which comprise rules for the order of process activities,
resource rules, which contain all patterns about resources (e.g., IT-System or
agent), and business object related rules, such as special business object require-
ments (e.g., credit applications with a credit worth more than 75,000 EUR need
additional positive votes).
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Fig. 4.5 Credit application process compliance pattern

One example for a simple control flow rule in the credit application process is
the authentication of a customer before a credit is granted. In order to explicate
such a rule as a compliance pattern, two activities need to be conceptualized. First,
the activity “identify customer” must be conducted before the activity “grant
credit” starts. The compliance pattern and its formalization is depicted in Fig. 4.5.
The formalization of the pattern uses the set function “DirectedPaths”, which
allows for searching model elements that are linked to each other in a certain
order. As input parameter, the function gets objects with values. In the example,
these objects are model elements of the type process building block (PBB) con-
taining the labels “identify customer” and “grant credit”. If both activities appear
in the process model, the function provides the set of elements and relationships of
the whole path between the two activities. If the function returns an empty set, a
compliance manager knows in this scenario that the process at hand is most
probably not compliant because the pattern was not found.

4.2.3 Evaluation Method for Business Process
Compliance Analysis Approaches

One essential result of the literature search (Becker et al. 2012a) is the obvious
lack of practical evaluation for business process compliance analysis approaches.
So far, only Mueller (2010) applied his approach in an industry setting. Never-
theless, Mueller (2010) did not explicitly evaluate the acceptance and relevance of
compliance checking approaches, which motivates an evaluation of model-based
compliance checking approaches for practical usage. Before such an evaluation
can take place, an evaluation concept needs to be developed.

The evaluation concept for the compliance checking approach, developed and
introduced in this book, makes use of the Technology Acceptance Model (TAM)
(Davis et al. 1989; Venkatesh and Bala 2008), which is a theoretical framework for
evaluating the usefulness and acceptance of IS. Since TAM is mainly introduced
for quantitative studies, it is only applicable for a relatively large number of system
users. However, it is unlikely that a financial institute would implement a proto-
type into its operational system landscape. Thus, a large quantitative study is not
realizable at this early development stage.

According to Rosemann and Vessey (2008), the evaluation of IS artifact rele-
vance can be performed even before the approach is company-wide implemented.
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Fig. 4.6 Evaluation procedure (Becker et al. 2012¢)

The evaluation approach at hand is based on the focus group method (Gibson and
Arnott 2007; Tremblay et al. 2010; Becker et al. 2012e). It comprises the TAM
constructs job relevance, output quality, and perception of external control.

Job relevance is operationalized by the factors regulatory environment and
process landscape. While regulatory environment describes the regulatory pressure
of a company to comply with regulations, the factor process landscape describes the
size and scope of the business process repository. The more business processes
exist, the more effort is needed to check them for compliance issues. The output
quality describes the extent to which user’s result expectations are fulfilled.
External control is operationalized by Business Process Management (BPM)
maturity and BPM capability. BPM maturity is understood as the level of how
advanced an organization is in applying BPM (Rosemann and de Bruin 2005).
A high level of BPM maturity is perceived as a driver for business process com-
pliance analyses. Additionally, BPM compatibility, i.e. the capability to integrate
compliance analysis into the existing process model landscape, is also an important
driver for the acceptance of such approaches. The other TAM constructs are rather
irrelevant in that early step of evaluation because they cannot be rated subjectively
without a constant usage of the system. In order to consider these special
requirements and challenges, a focus group session-based concept is developed.

The evaluation procedure comprises four steps. In a first step, the topic and
purpose of the evaluation workshop is presented. After this first step, the general
functionality of business process compliance analyses is clarified and the interview
approach is discussed. The transition phase contains the presentation of the
compliance checking approach. The third step is the most extensive part and
contains the investigation of the ease of use and usefulness of the approach as well
as an in depth discussion about the behavioral intention to apply the approach in
daily business situations. The final step is the closure phase, which mainly aims to
validate the results and to check whether all information and discussion topics
have been grasped properly. The whole procedure and the applied methods and
tools are depicted in Fig. 4.6.
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4.2.4 Relevance and Acceptance of the Developed
Compliance Checking Approach

In order to figure out how relevant and accepted the developed compliance
checking approach is for financial institutes, an applicability check (Rosemann and
Vessey 2008) at one of Germany’s biggest IT service providers for banks (In the
following it is referred as ITSP) was conducted. As an applicability check is “a
way of allowing practitioners to provide feedback to the academic community on
the research objects it produces or uses in theory-focused research” (Rosemann
and Vessey 2008, p. 2), it is perceived as the right method to evaluate the
developed artifact. Therefore, the developed evaluation concept is applied.

From July until December 2011, a business process modeling and compliance
project was conducted at ITSP, which has about 1,800 employees and serves
around 450 banks. In order to serve the banks with a proper core banking system,
all business processes must comply with internal and external regulations. The
project had two goals. First, the sales and advice processes should be checked
regarding their compliance. Second, a sufficient process description, including all
related regulations and core banking modules, should be developed. Since the
organization did not use any process management tools and modeling techniques
at the beginning of the project, it was decided to use SBPML (Weil and
Winkelmann 2011) as modeling technique and the meta modeling tool [em]
(Delfmann et al. 2008) to model and analyze the processes.

As a first step, relevant compliance rules for the sales and advice processes in a
bank have been identified. These compliance requirements can be classified into
four categories. The first category comprises infringement patterns, which identify
missing process steps that are legally required. One example for such kind of
patterns is the identification of sales and advice processes in which no consultation
protocol is handed out to the customer, which is directed by law.

An example for a search result of an infringement pattern is depicted in
Fig. 4.7. The corresponding pattern for a directed path between two process
building blocks in a process model can be defined as follows (adapted from Becker
et al. 2011a):

DirectedPaths(
ObjectsWithValues(
ElementsOfType(O,PBB),“Execute 2nd credit decision”

),
ObjectsWithValues(
ElementsOfType(O,PBB),“Create credit offer”

)
)20

The pattern searches for all process paths that contain building blocks con-
taining the description “Execute 2nd credit decision” and “Create credit offer”.
Only when a second credit decision is executed, the credit offer is allowed to be
created. The search algorithm shows all process paths in which these two activities
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Fig. 4.7 Identified pattern in business process model

appear next to each other. In the small example in Fig. 4.7 two building blocks are
identified by the pattern and the corresponding path is marked by a gray border.

The second pattern category contains legal requirement identification patterns,
which identify process steps in which certain legal requirements need to be con-
sidered. In comparison to infringement patterns, patterns in this category identify
process elements that are affected by regulatory requirements. An example for a
legal requirement identification pattern is the search for all process building blocks
of the type “Make Accounting Transaction” and “Make or Receive Payment”.
This analysis pattern supports compliance experts in identifying process elements
that might be affected by the money laundry law.

The third pattern group comprises risk management patterns, which identify
risks that influence a secure and compliant process execution. One law does not
direct one particular risk pattern. Rather the identification and management of risks
is an essential part of banking procedures (German banking law § 25a). One
example for a risk management pattern is the usage of different IT systems in one
path of a process. When different IT systems are used within the same process, the
risk of inconsistent data storage or the occurrence of reentering data mistakes
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appears. In addition, the usage of different IT systems in investment processes may
indicate a violation of the Chinese wall policy, which forces an investment banker
to uphold “confidentiality of information provided to him by his firm’s clients”
(Brewer and Nash 1989, p. 206). Particularly the bank‘s internal investment
department should not get such insider information. One way to prevent such
information sharing is the separation of all IT systems in use.

Finally, regulatory change management patterns have been perceived as rele-
vant for business process compliance analysis. This group contains all compliance
patterns that support the analysis of regulations that are relevant in terms of
process reengineering or process change. The matching algorithm uses a regula-
tory attribute, which is annotated to each process building block, in order to
identify process elements that are affected by regulations.

After all sales and advice processes are modeled and checked regarding its
regulatory requirements and the corresponding patterns, the results and the com-
pliance checking approach are discussed in two workshops with altogether 14
experienced process managers and compliance experts of ITSP, each of them has
at least 7 years of work experience.

Following the evaluation concept (Becker et al. 2012e), quantitative and qual-
itative investigations are conducted. Each qualitative part is motivated by a short
quantitative survey. Participants are asked to evaluate one statement that is related
to the current discussion topic. Therefore, they receive a pen and a piece of paper
and should rate the statement that is next to the scale, reaching from zero (“I totally
disagree”) to one (“I totally agree”). Six discussion blocks have been prepared. The
six discussions (ease of use, job relevance, output quality, perceived usefulness,
behavioral intention, and frequency of usage) draw the same positive picture as it
was explicated quantitatively by rating the statements. In the following, the dis-
cussion results are summarized with respect to the six discussion blocks.

Regarding the ease of use of the developed compliance checking approach,
workshop participants stated that the application of the approach is of minor
complexity when a general process orientation is established within ITSP. In 2011,
ITSP had no formalized business processes, which is perceived as the major
challenge for the implementation of a business process compliance management
system. The development of business process models for analysis purposes would
hinder the implementation of a process compliance analysis system. In addition, it
was stated that the definition of patterns must be done in a way that any com-
pliance violation can be detected.

The job relevance of the compliance checking approach is depending on the
implementation of the approach into internal business processes. Participants
discussed the need for a single regulatory influence process across department
borders, in which the compliance checking approach is integrated. Focus group
one discussed four tasks that can be supported by the compliance checking
approach: usage during process modeling, usage for certifying of business pro-
cesses, usage for the development of a compliance checking service as well as the
usage for process maintenance and process change management.
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The workshop participants described the output quality, i.e., the quality of the
search results with respect to the completeness of the results, as “perfect”. One
essential prerequisite for this positive rating is the existence of an appropriate
process model repository. Participants said that the quality of the results heavily
depends on the quality of the process models. However, one improvement sug-
gestion came up and was discussed. The participants were interested in a tabular
listing of pattern search results, which is aligned to the role of the user. In this way,
participants think to simplify the clarity of the pattern matching results.

The perceived usefulness of the demonstrated compliance checking approach
was rated with medians of 0.63 and 0.66 (on a scale reaching from zero, indicating
disagree to one, indicating agreement). One discussed advantage of the approach is
the ability to show the customers of ITSP (in this case the customers are the banks)
that the liability to ensure compliance was considered properly. Four major ben-
efits of the approach for the daily work were discussed: Participants expect a
workload reduction, the capability to identify process elements that are affected by
regulatory changes, the usage for marketing purposes as well as the ability to
identify regulatory affected core banking modules.

The discussion about the behavioral intention to use the demonstrated com-
pliance checking approach reflects the quantitative ratings. Participants of both
workshops agreed that they would use the approach under the condition that the
business process models exist already. Both workshop groups said they would use
the approach as a central means to check the regulatory compliance of business
processes at ITSP. This positive feedback is also reflected by the rating of the
Jfrequency of usage, whose medians are 1.0 for the first focus group and 0.89 for
the second focus group (on a scale from zero, indicating a very seldom usage
frequency to one, indicating a very frequent usage). Participants would most
certainly use the approach and only for some spot tests, they would check the
business processes manually.

4.3 Reporting Compliance

Banks and insurance companies are directed to continuously submit reports about
their current financial situation. Supervisory agencies require various information
regarding the full range of activities and risk-management procedures (BaFin
2011), about the adequacy of capital according to regulations like Basel or its
transformation into European law (EU CRD) (Bongaerts and Charlier 2009) as
well as credit information (in particular large exposures) (Barron and Staten 2003;
Cowan and de Gregorio 2003; Tsai et al. 2011). This dynamic national and
international body of regulations steadily increases the effort to develop and
maintain IS to fulfill these requirements. To address this increasing effort, the
research work at hand aims to improve the conceptual modeling and analysis of
regulatory reporting requirements for the design of IS (RQ3).
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Therefore, the relevance and challenges of regulatory requirements for con-
ceptual modeling needs to be identified in order to address RQ3.1. Based on these
insights and for addressing RQ3.2, a modeling technique is developed to enable
the conceptual specification of configurative reference models for regulatory
reporting requirements (Eggert et al. 2013a). The modeling technique is evaluated
and its effectiveness and efficiency in terms of designing data warehouses is
determined. The developed modeling technique is implemented in a modeling tool
in order to allow for analysing the developed conceptual models. The modeling
tool, which supports the modeling and analysis of regulatory reporting require-
ments (Becker et al. 2012d), addresses RQ3.3. Finally, the modeling tool is applied
in three modeling projects in order to address the last aspect of RQ3 and to provide
insights into the applicability of the modeling technique for the conceptual mod-
eling of regulatory reporting requirements (Becker et al. 2012b).

4.3.1 Challenges of Regulatory Reporting Requirements
Jor Conceptual Modeling

Before a modeling technique and the corresponding modeling tool can be devel-
oped, it is meaningful to elicit the need for such a legal modeling approach. In
order to determine the relevance of and challenges for regulatory requirements
engineering, a multi-method approach, comprising the application of two focus
group sessions (Stewart et al. 2007) and a structured literature review (vom Brocke
et al. 2009; Webster and Watson 2002), was applied. The most important industry-
related challenges of regulatory-driven requirements engineering are the basis for
the analysis criteria of the literature review.

Participants of the focus groups were accounting and data warehouse experts.
They work for an IT service provider for banks and different financial institutes as
well as governing bodies. All participants worked on IS for the preparation of
regulatory required reports and have several years of experience in designing such
data warehouse (DW) systems and corresponding conceptual models.

Altogether nine topics regarding the conceptual modeling of regulatory
requirements have been discussed during the workshops. The topics were evalu-
ated quantitatively and qualitatively. For the quantitative part, a questionnaire was
developed, in which one statement regarding each discussion topic should be rated.
The nine statements and their ratings are depicted in Fig. 4.8.

Several challenges were discussed in the two workshops of which the three
most important ones (the statements with the highest median in the quantitative
survey are one, three, and seven) are described in the following. While discussing
the feasibility of the navigation structure for regulatory requirements, it turned out
that conceptual specifications are expressed textually and in an inhomogeneous
structure. Requirement specifications of regulatory reporting obligations do not
follow a clear guideline and thus contain different structures depending on the
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| totally I totally
No. Statement agree Result disagree
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Fig. 4.8 Rated statements from workshop participants

individual project. Thus, the search for requirement details and corresponding data
warehouse elements is sophisticated. Participants state that they have to scroll
through the whole requirements specification document in order to find a certain
report. Furthermore, table rows and columns of reports are described textually and
without a unique link to the corresponding data warehouse constructs, such as
dimensions and ratios.

Another challenge is the avoidance of double work during the requirements
specification process (statement three). All participants agreed that double work is
caused by the lack of structure and the appearance of ambiguities in conceptual
DW elements. One particular problem occurs when conceptual specifications stem
from different departments, such as accounting and supervisory reporting. Par-
ticipants agreed that the use of a centralized documentation of requirements for all
stakeholders would be beneficial in order to prevent double work in the future.

The traceability between legal requirements and technical transformation
(statement 7) was also perceived as a challenge for regulatory-driven requirements
engineering. The goal of this discussion topic is to figure out how the identification
of regulatory affected data warehouse constructs is conducted. To analyze the
influence of regulations is important because it is an essential step in order to
identify necessary changes in the data warehouse design. Again, the participants
said that they use raw text search functions in order to retrieve affected tables and
columns. “Currently, the identification of effects [of regulatory changes] for
operational data is not simple”, a member from the portfolio management of the IT
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service provider said. Now, there exists no linkage between regulations and data
warehouse constructs or other technical implementations.

The literature review receives the most important challenges as input for ana-
lysing the literature review results. The rule for considering the challenge com-
prises two requirements. First, the mean value of the statement rating must be
above 0.35. Second, the 3rd Quartile must be above the threshold of 0.5. In total,
the statements 1-7 (cp. Fig. 4.8) have been regarded as analysis criteria in the
literature review. The review was developed based on the search query: (regulat™®
OR law OR legal or norm) AND “requirements engineering” AND “Information
system*”. The query was applied on the scientific databases Ebscohost and
Sciencedirect and revealed 495 articles, of which 26 are reviewed and 21 are
relevant for regulatory-driven requirements engineering. Table 4.3 summarizes the
classified results.

In particular three research gaps can be derived based on the focus group
session and literature review results. First, a modeling technique is needed that
supports the navigation and traceability of regulatory requirements. Second, a
modeling tool is needed that allows for analysing conceptual requirements with
respect to the impact of regulations. Third, the collaboration of IS experts and legal
experts in regulatory-driven requirements engineering projects needs to be
investigated from a behavioral perspective.

4.3.2 Development of a Modeling Technique for Regulatory
Reporting Requirements

The challenges of specifying regulatory-driven requirements in interdisciplinary
teams consisting of legal and IT experts are addressed by the development of a
modeling technique for the development of configurative reference models. The
solution approach follows three research goals (Eggert et al. 2013a). First, the
modeling technique must be capable of developing conceptual models of regula-
tory reporting requirements. Second, the modeling technique needs to be used for
the development of configurative reference models (Becker et al. 2007c; Fettke
and Loos 2007b). Third, using the modeling technique must increase the effec-
tiveness and efficiency of conceptual data warehouse design. For the development
and evaluation of a suitable modeling technique, three research steps were con-
ducted: the identification of relevant modeling technique elements, the develop-
ment of a metamodel, and the evaluation of the developed artifact.

In order to identify required modeling technique elements for the development
of regulatory required reports and the related data warehouse, the modeling
technique constructs of established approaches (Gabriel and Gluchowski 1998) act
as a basis for the analysis. Furthermore, language elements for the design of report
requirements of the conceptual modeling technique H2 for Reporting (Fleischer
2013) have been analyzed. The relevance of the modeling language elements are



53

4.3 Reporting Compliance

(panunuoo)

aanoadsiad
X X X X X X X Teuonounj pue ssadold ssoursng
uonyvuioful Jo adAJ
X X X X X X X X X X PAIUALIO AJUAIIS UIsag
PAIUSLIO AJUIIJS [RIOIABYSY
wd1pvand Youpasay
sagueyd juswaImbax
K1038[N3JaI JO J0edUT
X X [eo1uyo9) oy Juroen 1oy yoddng
sjuowaImbar A103e[N3aI JO
X X X X X Junpooyd oouerdwoo 10 j1oddng
syuawaIbar
X X X K101e[n3a1 Suroen 1oy oddng
uonuyesp
X X X X juowrarnbar anbrun 10§ j10ddng
uonuaadxd y1om 9[qnop
X X X X X [eonewasAs e 10y 1oddng
uorneoyroads juowarnbax
X X X X X X X (Juaysisuod) 103 1oddng
suoneoyroads juowarmbar ur
amjonns uonediaeu 1oy oddng
Su1422u18U2
sjuawaLmbaa Li01nSa
Jo saduappyo uaarip-Lisnpuy

01 6 8 L 9 S ¥ € 4 I "ON I[nsoy
(€100 (6002 (9000)  (€000)  (6002) (S002) (1100)  (€002) (9002)
e 19 uojuy  (6007) ‘Te 1R ‘[B 12 BUIPIN Te 19 e 19 1odstry] e 19 e 19 M1AOZe ]
0J[0SU]  pue 9 S}IBUISSOOLD) -Zopupuld,{  Yoor) xnearg pue ooleg nojojsody uojuy  pue o[[ary

Sueourdua syudwaabar udanp-£10jengar Jurssarppe soyoeorddy ¢ dqe],



4 Research Results

54

(panunuoo)

uonuoadld yIom 9[qnop
[eonewd)sAs e 10j yoddng
uoneoyroads
juowaainbax
(Ju9ysisuod) 10y 1oddng
suorjeoyroads
Juowraambalr ur arnjonns
uoneSiaeu 10§ y1oddng
Sur122u13ua
sjuawa11mba.a
f10jpnsai fo
sa3ua]pyd uaarp-Lysnpuy

1 0¢ 61 81 Ll
(¥007)
(1107) somodoonory (z00o) (6007)
‘&1 pue piim pue eI (€107) T8I0

91

(L002)
BRE

pueSopy  JIpeY-UBA\ BOSOY ~ sney  SIPHRINOJA IO0BSSEBIA

Sl

(000) (1007)

Te 19
TOORSSBIA

4!

€l

(S000)
‘e 19 Te 10
NI'T BASSMEY pUE SISEpIEY]

sornodoono|

4!

I ‘ON [ns9y

(r000) (1107)

T’ 1
yosIng

X X

X X X

X

X

X

X

sjuawaInbar [e3a1/A1018 NSy
syuowraInbar
SSQJ0® BJEp pPUB AJBALIJ
SQ[NI ssoulsng
sjuowa.11mba.1
paw3usaaur Jo adA]
aanoadsiad eleq

o1 6 8 L 9
(€100 (6000) (9000)  (£007)
e oy (6002) Te 1@ e 19 BUIPIN e
ojjoSul  pue O SMOBUISSOOL)  -ZOPURUID]  JOOID)

S
(6000)
BLRE)
xnearg

¥
(S002)

Jodstry]
pue dafeqg

€

(1102)

Te 19
nojoisody

C
(€002)
CEE)
uojuy

I
(9002)
Y1AOZE ]
pue ofjory

"ON NSy

(ponunuod) €'y JqeL,



55

4.3 Reporting Compliance

syuauraIrbar
(%) X X X [e3oy/A10)8[NT0Y
sjuowaImbar
X X X SSQ00® BJBp puB AJBALIJ
X X X (x) X S9[NI ssoulsng
sjuawa1mba.a
paiwsuysaau fo adKJ
X X X X X aanoadsiad eleq
aanoadsiad [euonouny
X X X X X X X (x) X X pue ssaoo1d ssouisng
uonyvuioful Jo ady
X X X X X X X X X X PAIULLIO 20UAIdS UIISAJ
X POJUSLIO 9OUAIDS [BIOTABYQY
wS1pvand younasay]
sagueyd
juowaImbal A1oje[n3ax
Jo joedwr [eoruyo9)
9y} Suroen 10y 1oddng

syuouwrarbar
A1078[N32I JO FUOAYD
X X X X X souerdwos 10y 310ddng
sjuowrarnbar A1ojen3ax
X Suroen 10y 1oddng
uonuyep juswainbax
X anbrun 105 110ddng
1 0¢ 61 81 Ll 91 Sl 14! el cl 11 ‘ON J[ns9y
(¥000)
(1107) somodoonory (zo0o) (6007) (L00D) (S000) (1000)  (S002) (¥000) (1102
BLRE pue prim pue e300 (€107) B9 ‘e 1 ™R R ‘[e 19 somodoono] e 10
pueSopy  JIpeY-UBA\ BOSOY  sney  SIPHRINOJA [J0BSSBJA IOJBSSBIAl N7 BAJSMEY pue sIsepied yosinf

(PonUNUOd) ¢€'p AqEL,



56 4 Research Results

indicated by analyzing four different laws for supervisory reporting of banks,
namely the Solvency and Liquidity Act, the MiFID, and equity requirements from
Basel III. Table 4.4 depicts the legal text excerpts that require the corresponding
modeling technique elements. In addition, the first column contains the name of
the corresponding construct in different modeling languages.

Legal requirements can be classified using their deontic function (for deontic
logic, see von Wright (1951) and Risto (2001)). In order to enhance the clarity of
regulatory elements, they are classified as obligation, prohibition, exemption, or as
permission. In addition, elements to define links to specific legal concepts (qual-
ification) or to allocate competencies to executive institutions (power) (for this
visualization approach, see Mahler (2010)) are used.

Another requirement for a suitable modeling technique is derived from regu-
latory constraints regarding the reporting differences among different types of
financial institutes. Several regulatory requirements are allocated to a special
group of financial institutions, such as home loan banks or securities trading banks.
Section 269 of the German Solvency Act, for example, states that “financial
service institutes trading financial instruments on their own account as well as
securities trading banks may alternatively use special methods for determining the
administrative cost-based capital requirement approaches to the capital charge for
operational risk.” In order to represent such requirements comprehensively for a
larger group of stakeholders, the conceptual DW model needs to be configurable.

The identified requirements for a regulatory-driven DW modeling technique are
used for an extension of the modeling technique H2 for Reporting. Figure 4.9
depicts the basic constructs of H2 for Reporting (grey shaded boxes) and its
extension to represent regulatory reporting requirements. In particular, the regu-
lation element was added and connects the basic DW and report elements
(dimension, ratio, dimension scope, report, layout, cube, and filter) via a ternary
relationship and a validity attribute, which may explicate validity constraints, such
as the validity period of a law. The regulation element allows for annotating
regulatory requirements to a conceptual DW model element for expressing and
classifying the source of the regulatory requirement. A regulation may reference to
other regulations and can be distinguished into deontic and non-deontic functions.
External regulations represent the legal requirements from the law directly. They
might be very generic in many cases. Internal regulations are company-individual
specializations or interpretations of external regulations. They express that an
external regulation was interpreted and specialized by an internal business rule or
guideline.

Based on this meta-model, a configuration extension was added to the modeling
language in order to allow for configuring models depending on the individual
application scenario (Fig. 4.10). The grey shaded boxes in Fig. 4.10 indicate the
constructs from the meta-model depicted in Fig. 4.9. Therefore, a report element is
connected with a configuration term, which expresses the configuration rule for the
model configuration. It is associated with configuration parameters and corre-
sponding values. In this way, it can be expressed that, for example, a certain report
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is solely obligatory for a home loan bank or that ratio calculations differ depending
on the type of bank.

The modeling technique was evaluated in two laboratory modeling experiments
with 25 IS master students, 22 of which participated in the first experiment and all
25 participated in the second experiment. The first experiment tests the ability to
develop and configure a conceptual model using the developed modeling tech-
nique in comparison to the usage of the corresponding law text. The whole group
of students was randomly divided into two groups. One group received the con-
figurable H2 for Reporting model, the other group received the corresponding law
text. Table 4.5 summarizes the results regarding the model correctness and the
correlation with the group attendance. Table 4.6 provides the processing time
(minimum, maximum, and mean) that is needed by each group (group A received
the law text, group B received the model). Table 4.7 expresses the correlation
between the processing time and the group attendance. The results indicate that
using the developed modeling technique for regulatory requirements specification
enables a faster model development process and results in qualitatively better
conceptual models.

The second experiment tests the ability to develop a snowflake schema based on
a model that was developed with the introduced modeling technique. The control
group received the corresponding law with the same task. Table 4.8 summarizes
the experiment results and classifies them with respect to the type of mistakes the
respondents did. In addition, correlation results regarding the model correctness
and the group attendance indicate a significant correlation between the model
group attendance and the development of correct models. Table 4.9 provides the
correlation results with respect to the processing time and group attendance and
Table 4.10 provides the average processing time of the groups. The second
modeling experiment draws the same picture like the first one. Both experiments
confirm that by providing a configurative reference model the tasks were con-
ducted significantly faster and provided significantly better model results in terms
of modeling mistakes.

4.3.3 Modeling Tool for Regulatory Reporting Requirements

The metamodel of the extended modeling technique (cp. Figs. 4.9 and 4.10) is
implemented into the hierarchical metamodeling tool H2-Toolset (Fleischer 2013)
(Becker et al. 2012d). Two reasons lead to the decision to choose this modeling
tool. First, as metamodeling tool, the H2-Toolset does not only support modeling
with the basic version of H2 for Reporting. Rather it allows for extending the
modeling technique by adding new language constructs. Thus, the basic version of
the language H2 for Reporting, which was already implemented in the H2-Toolset,
could be easily extended. Second, the plug-in architecture of the H2-Toolset allows
for an easy extension of the modeling tool’s functionalities. Import, export, anal-
ysis, transformation, and further information processing capabilities are examples
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Fig. 4.9 H2 for reporting metamodel and extension for regulations (Eggert et al. 2013a)
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Fig. 4.10 Configuration extension of the H2 for reporting metamodel (Eggert et al. 2013a)

Table 4.5 Correlation between group attendance and model correctness

Group attendance Mean (h) N Missing Minimum (h) Maximum (h)
A (text) 00:10:49 12 1 00:01:16 00:15:02
B (model) 00:06:33 10 2 00:03:40 00:09:46

See Eggert et al. (2013a)
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Table 4.6 Average processing time

4 Research Results

Processing time

Group attendance

Processing time Pearson correlation 1 —0.564
Sig. (2-tailed) - 0.006
N 22 22
Group attendance Pearson correlation —0.564 1
Sig. (2-tailed) 0.006 -
N 22 22
Eggert et al. (2013a)
Table 4.7 Correlation between processing time and group attendance
Group attendance Correctness
Group attendance Pearson correlation 1 —0.600
Sig. (2-tailed) - 0.003
N 22 22
Correctness Pearson correlation —0.600 1
Sig. (2-tailed) 0.003 -
N 22 22

Eggert et al. (2013a)

Table 4.8 Accuracy of modeling in inquiry-task three

Group attendance

Processing time

Group attendance

Processing time

Pearson correlation
Sig. (2-tailed)

N

Pearson Correlation
Sig. (2-tailed)

N

1

25
—0.637
0.001
25

—0.637
0.001
25

1

25

Eggert et al. (2013a)

Table 4.9 Correlation between group attendance and time

Group attendance Mean (h) N Std. Deviation (h)
A (text) 00:12:15 13 00:02:17
B (model) 00:08:57 12 00:01:50
Total 00:10:40 25 00:02:38

Eggert et al. (2013a)

for such functionality extensions. In particular the analysis of regulatory influenced
model elements can be realized by using the model analysis plug-in of the H2-
Toolset (Becker et al. 2012d).

The conceptual data structure of the H2-Toolset is depicted in Fig. 4.11. The
basic idea of the H2-Toolset is the summary of all model element types in so-
called contexts. A context contains the model element types, for example,



4.3 Reporting Compliance 63

Table 4.10 Average time effort and group attendance

Group attendance Frequency Percent Valid Cumulative
(Correctly modeled?) percent percent
A (text) No, wrong/missing dimension 6 46.2 46.2 46.2
levels
No, multiple reasons 7 53.8 53.8 100.0
Total 13 100.0  100.0
B (model) Yes 10 83.3 83.3 83.3
No, wrong order 2 16.7 16.7 100.0
Total 12 100.0  100.0 -

Eggert et al. (2013a)

Caption:
(1,1) (0,m)

Context 757 @ Language |:| Entity type
Relationship
type

A Generalization
Specialization

(1,1)
0.m) Rule a,1) Model M) Gardinality
assignme structure D: Disjunct, N: Not disjunct,
T: Total, P: Partial
(0,m) (0,m)

(0,m)

Object type Instantiation (.9 Model element

Fig. 411 Conceptual data structure of the H2-toolset. Adapted from Becker et al. (2012d)

dimensions, ratios, and reports, which can be used in a concrete multidimensional
DW and report model. The relationship between the concrete objects of a context,
for example, the dimensions and ratio objects, can be defined by using context
rules. They express the grammar of the modeling technique. Finally, the developed
model appears as a set of model elements that are combined in a model structure.

The identified challenges for regulatory reporting compliance (cp. Fig. 4.8)
indicate the need for an analysis function for conceptual report and DW models
(Statement 1, 5, and 7). In order to trace regulatory influences on reports and report
elements, two analysis types are required (Becker et al. 2012d):

e Analysis from a legal perspective (Type 1). A dynamic legislative, such as the
regulatory body for financial institutes, leads to a steady change of regulations.
The compliance of supervisory reports needs to be ensured at any time. Thus,
supporting the tracing of regulatory effects on DW model elements is a central
requirement for a suitable model analysis approach.
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Fig. 4.12 Analysis from a legal (Type 1) and report perspective (Type 2) (Becker et al. 2012d)

e Analysis from a report perspective (Type 2). From a report perspective, an
analysis to track affected regulations in terms of report changes must be enabled.
When reports in a financial institution change, for instance because of a changed
ratio calculation, the affected regulations must be identified in order to conduct a
compliance check. Thus, another model analysis requirement is to trace the
regulatory elements that are allocated to a report or report element.

The developed modeling technique allows for adding regulatory requirements
to model elements, which is one central prerequisite for analysing regulatory
influences on reports and DW elements. After implementing the modeling tech-
nique into the H2-Toolset, a sample report model regarding an excerpt of the
European MiFID and its German implementation has been developed. Figure 4.12
exemplarily depicts the analysis functionality of the H2-Toolset. In the left part of
the figure, the analysis of all dimensions and dimension scopes that are affected by
§ 8 Section 2 of the German Investment Services Conduct of Business and
Organization Regulation are listed (analysis type 1). On the right side, all regu-
latory elements that belong to the dimension customer are listed (analysis type 2).

4.3.4 Application

In three extensive modeling experiments, the developed modeling technique and
its tool implementation were applied for developing conceptual DW and report
models of regulatory reporting requirements for financial institutions (Becker et al.
2012b). Three regulations have been modeled: The German Large Exposure Act,
reporting requirements according to Basel III, and the German Liquidity Act.
Besides addressing RQ3.4, the goals of these modeling projects are 2 fold. First,
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Fig. 4.13 Basel III equity report model excerpt (Becker et al. 2012b)

evidence for the applicability of the developed modeling technique should be
provided. Second, insights into the challenges and best practices for the modeling
of regulatory requirements should be received.

All modeling experiments took place in 2011. For the Large Exposure Act as
well as for the Basel III equity requirements, two groups of five IS Bachelor
students participated in the corresponding modeling projects. The Liquidity Act is
much smaller and needs less effort for modeling. Thus, only one student worked on
this regulation. The modeling tool of choice was the H2-Toolset (Eggert et al.
2013a) and the implemented modeling technique was H2 for Reporting with its
legal extension (cp. Figs. 4.9 and 4.10). Figure 4.13 depicts a sample model of a
Basel III equity report. After the development of all regulatory required reports
and report elements, the database, which stores all model information, was queried
in order to receive the number of used model elements. The results are summarized
in Table 4.11.
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Table 4.11 Results of modeling experiments

Liquidity act Large exposure act Basel III
Basic data warehouse concepts
Reference object 139 152 1,107
Selection object 22 13 172
Instance object 117 139 935
Dimension 9 12 93
Ratio 16 69 117
Ratio system 6 21 11
Mathematical 6 14 10
Logical 0 7 1
Cube 1 13 46
Extensions
Dimension scope 57 56 376
Fact calculation 80 59 117
Reference object attribute 0 0 6
Extensions for report representation
Report 3 23 45
Report layout 19 0 410
Rows 15 0 305
Columns 4 0 105
Report attribute 18 50 2
Recipient 9 28 1
Periodicity 9 22 1
Filter 0 0 164
Extensions for regulation representation
Regulation 191 538 739
Deontic
Obligation 30 64 291
Exemption 16 14 17
Prohibition 0 14 14
Permission 2 30 23
Non-deontic
Qualification 68 128 141
Power 0 10 0
Other 75 278 253
Regulation element relation 184 535 716
Consists of 153 129 716
References 31 406 0
Validity 164 294 881
Validity attribute 32 22 0

Adapted from Becker et al. (2012b)

Except the modeling language constructs Logical Ratio Systems, Power, and
Reference Object Attribute, all modeling language elements were used frequently
in order to develop the conceptual models for the analyzed regulations. The rea-
sons for the low usage frequency of these three modeling language elements are
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2 fold. Either these two constructs are no suitable modeling constructs for
supervisory regulations or these two constructs are too complex to grasp for the
participating students in the projects.

Altogether five lessons learned could be retrieved from the modeling experi-
ments (Becker et al. 2012b). First, IS students need special courses about the
understanding of regulatory and banking specific terms before they begin to
model. It turned out that translating regulatory requirements into data structures is
pretty challenging for IS students. Second, all participants had serious problems to
identify data warehouse constructs. One solution for a better training procedure is
the preparation of a repository for common regulatory expressions and to teach the
allocation of expressions with conceptual data warehouse constructs. Third, the
regulations contain requirements that the modeling technique cannot capture at the
moment. Thus, the modeling technique has to be extended in order to handle
requirements, such as threshold values for the liquidity ratio (cp. § two, section
two, Liquidity Act). Fourth, a clear procedure for handling references to other laws
needs to be defined at the beginning of the modeling project. Since not all ref-
erenced requirements can be part of the conceptual model because of clarity
reasons, the qualification element should be used in order to represent a reference
to other laws (e.g., for term definitions). Fifth, based on the experiences within the
modeler teams, one should prepare a handbook for model granularity and follow a
sentence-by-sentence modeling. One group modeled the regulatory requirements
sentence by sentence, while the Basel III group used an undefined analysis pro-
cedure. The results indicate that this group had serious problems to identify the
deontic function of a regulation. Thus, it is recommended to use a sentence-by-
sentence approach (Becker et al. 2012b).

4.4 Collaboration of IS Experts and Legal Experts

The application of the developed approaches for business process and reporting
compliance in financial institutes requires a collaboration of IS experts and legal
experts. This section conceptualizes the perceived relationship of IS and legal
experts from both a practice and research perspective and provides means to
support the collaboration (RQ4). From a practical perspective, the collaboration of
IS and legal experts in regulatory-driven IT projects is investigated (RQ4.1). From
a research perspective, the perceived relationship of IS and law is investigated by
analyzing relevant IS research papers (RQ4.2). Finally, the third aspect of RQ4 is
addressed by means of developing a solution to exchange, classify, and analyze the
interdisciplinary research artifacts from information law and legal informatics
(RQ4.3).
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4.4.1 Relationship of IS and Law from a Practical
Perspective

In order to investigate the perceived relationship of IS and law in regulatory-driven
IT projects, the German online car registration project, is investigated. The goal of
this research work is to develop a classification framework that might be used to
classify perceptions of IS and legal experts in regulatory-driven IT projects. For
the framework development an iterative research approach, consisting of the steps
literature analysis, case selection, document analysis, and the conduction of
interviews was chosen (see Fig. 4.14).

Five criteria led to the selection of the online car registration case. First, the
interaction between IS and legal actors is essential for the success of the project at
hand. Second, the chosen project combines system planning activities and the
consideration of legal requirements. Third, since the German online car registra-
tion project is a typical IT project, in which IT and legal experts need to work
together, the generalizability of the case results is assumed. Fourth, an in-depth
investigation of the project’s details is possible due to the availability of interview
partners. Fifth, the investigation of the selected project does not lead to consid-
erable ethical problems, such as disadvantages for interview partners.

The framework for the perceived influence of IS and law in regulatory-driven
IT projects comprises three dimensions, namely the perceived influence direction,
the perceived influence character, and the perceived influence impact (Fig. 4.15).
The perceived influence direction can have three values. It distinguishes between
the directions ‘Law influences IS’ (Law — IS), IS influences Law (IS — Law),
and for situations, in which both IS and law influence each other the bi-direction
link (Law « — IS) is established. The dimension perceived influence character
distinguishes between a positive, negative, and ambivalent character of a cer-
tain situation of the investigated project situation, depending on the perceived
individual consequences of the project situation under investigation. The last
dimension classifies the perceived influence impact. The perceived impact of
regulatory requirements or technical developments can be classified as restrictive,
demanding or enabling. A project situation will, for example, be classified as
restricting when the law constraints possible functions of IS. A demanding situ-
ation appears when, for example, technological developments demand for a reg-
ulatory change or vice versa. One example for a perceived enabling situation is the
development of new technological solutions, as an effect of the enactment of
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Fig. 4.15 Framework for the relationship of IS and law (Knackstedt et al. 2012)

paragraph 91 c of the German constitution. It allows the collaboration of the
federal government, the federal states, and municipalities regarding the planning
and provision of IT services (Knackstedt et al. 2012).

The whole framework is depicted in Fig. 4.15 and can be used in order to
evaluate the perception of team members in regulatory-driven IT projects.
Knowing these perception dimensions establishes an early awareness and helps
project managers to control IT projects through the timely implementation of
preventive measures. The analysis of the e-Government case led to four lessons
learned for regulatory-driven IT projects (Knackstedt et al. 2012). First, IT projects
need a committee for the collaborative identification of solutions. This committee
must contain legal as well as IT experts. Second, means to establish a common
ground are needed. In particular, modeling techniques are perceived as one
solution to overcome the communication gap between legal and IT experts. Third,
risks regarding the legal consequences of IT developments and the technological
consequences of the law (and law changes) need to be communicated and a
common understanding of them needs to be established. Fourth, goal ambiguities
need to be considered from the planning of IS until the implementation. A goal
ambiguity in terms of regulatory-driven IT projects exists, for example, when legal
experts aim to keep the current situation because legal risks are already known and
minimized in the current situation, while IT experts aim to improve the processes
because it is technically feasible.
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Fig. 4.17 Search parameter (Knackstedt et al. 2013)

4.4.2 Relationship of IS and Law from an 1S Research
Perspective

After the previous section outlined the perceived relationship of IS and law from a
practical perspective, this section describes the interrelationship from a scientific
perspective. Based on an extensive literature analysis the goal is to provide
insights into the perceived relationship of IS and law from IS researchers’ per-
spective. The research method to develop the results is based on a six-step pro-
cedure, comprising the identification of search terms, the literature search, a
selective reading, the construction of a search term matrix, the search conduction,
and the result coding (see Fig. 4.16). The applied search query parameter for the
database query in Ebscohost and ScienceDirect is depicted in Fig. 4.17.

The literature review comprises 53 relevant articles. An article is perceived as
relevant when it is about a regulatory topic or when the law plays a significant role
in this article. For coding, the articles are read and separate statements are clas-
sified among the dimensions influence direction and influence impact (cp.
Fig. 4.15). The third dimension (perceived influence character) was omitted due to
missing data. Solely by reading an article, the perceived influence character of the
authors cannot be retrieved. Instead the application domain is added to the coding
schema. It classifies the main application domain of the investigated IS in the
research articles, such as IS applied in the economic domain. The results of the
coded statements are summarized in Table 4.12.

One example for a coded text section is a statement in the article by Chai et al.
(2011): “As a result, we conclude that legislative efforts contribute to increasing
awareness of the importance of information security and to arousing attention to
information security investment announcements” (Chai et al. 2011, p. 659). This
passage was rated as a perceived enabling influence of the law on IS. In Table 4.12
this passage appears as one statement in the dark grey shaded area. The results
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Fig. 4.18 Graphical analysis of research portal data (Excerpt)

provide evidence that the major perceived relationship of IS and law is charac-
terized by a demanding position regarding regulations that influences IS in the
economic domain.

4.4.3 Research Portal

For supporting the collaboration of IS and legal researchers (RQ4.3), a research
portal for the interdisciplinary exchange of research results at the border of legal
informatics and information law is developed (Knackstedt et al. 2010). The
developed research portal provides five functionalities. First, users may publish
summaries of research results. Second, the portal provides predefined classification
criteria for research results, which prevents a heterogeneous and arbitrary research
description. Third, the portal allows for searching research results in two ways: By
using the classification criteria and by using a full text search. Fourth, analyses on
the entered data are enabled. These (statistical) analyses allow for identifying
research gaps. Figure 4.18 depicts an excerpt of the map-based analysis func-
tionality and provides information about the density of distributed research output
in the involved organizations (the brighter the shaded areas, the more research
output is generated based on the portal data). Fifth, the scientific discourse is
supported by a Wiki-concept and its change management capabilities.
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Data of the research portal can be classified in organizations, projects, and

research results. Research results in the area of legal informatics and information
law can be classified by various dimensions. The research portal contains six
important classification dimensions and predefined values:

Application domain (industry independent, chemical industry, finance, health,
interorganisational systems, public administration, etc.)

Application focus (internal, B2B, B2C, etc.)

Addressed profession (privacy law, information law, legal informatics, etc.)
Practical usage (1-5, 610, more than 10, no practical usage so far, etc.)
Degree of finalization (development finished, in development, etc.)

Involved field of law (public law, penal law, civil law, etc.)

This classification and structuring of research results allow for a gap analysis in

order to find research areas that were not addressed in the past. One search query
could ask, for example, for all research results involving public law, practical
application, and focusing on B2B application scenarios.



Chapter 5
Discussion and Outlook

5.1 Contributions to Research and Practice

Four research questions (RQ1-RQ4) drive the contributions of this book. Figure 5.1
provides an overview of the research areas, the developed solutions and research
findings as well as the contributions to research (indicated by a black circle) and
practice (indicated by a black diamond). In the following discussion, all contribu-
tions are referenced by the corresponding number (CR1-CR28 and CP1-CP14).

5.1.1 Identification of the Influence of Regulation
on IS Design (RQI)

Two aspects of research question RQ1 were addressed in this book. A quantitative
study among 105 IT experts indicates that models and analysis methods have a
significant impact on regulatory-driven IT projects. A significant relationship
between the integration of compliance and legal experts in IT projects and the
usage of formalization and analysis methods could be found. The research con-
tribution of this study is 3 fold. First, an exploratory model was tested for the first
time and offers insights into the influenced MIS organizational variables in a
regulatory environment (CR1). Second, the results shed light on the extent to
which MIS variables, such as executive commitment and user involvement,
influence MIS success in a regulatory environment (CR2). Third, and most
importantly for the work at hand, the study results motivate further research on
model-based compliance management (CR3) and thereby addresses RQ1.1. Fur-
thermore, the managerial implications of the study are 2 fold. First, it could be
proven that MIS success increases when compliance experts are involved in
regulatory-driven IT projects (CP1). Thus, a Chief Information Officer (CIO)
should consider the involvement of legal and compliance experts in such regula-
tory-driven projects. Second, the study results indicate that the usage of formal-
ization and analysis methods may close communication gaps between legal and IS
experts and increases MIS success (CP2).

M. Eggert, Compliance Management in Financial Industries, 75
SpringerBriefs in Information Systems, DOI: 10.1007/978-3-319-03913-8_5,
© The Author(s) 2014
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Fig. 5.1 Contributions to research and practice

Based on the relevance of conceptual modeling for regulatory-driven IT pro-
jects, a classification framework was developed in order to classify model-based
compliance management research results. The framework contains three dimen-
sions (domain, model level, and type of research) and addresses the second aspect
of research question RQI. Researchers can use these dimensions to classify
research results of model-based compliance management (CR4). Furthermore, the
framework can be used as a foundation for the development of a research roadmap
in which novel research areas are depicted (CRS5). Practitioners may use the
classification framework for finding modeling and model analysis approaches as
well as other research results about the applicability of such approaches in real-
world scenarios (CP3).
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5.1.2 Improving the Efficiency and Effectiveness of Business
Process Compliance Checking (RQ2)

Five aspects of research question RQ2 were investigated in this research area. An
extensive literature analysis was conducted in order to shed light on the current
state of business process model analysis approaches. Altogether, 26 approaches
were found and analyzed regarding their modeling language and compliance
checking generalizability in order to address RQ2.1a. Based on these findings,
further research potential was identified and a research roadmap was presented
RQ2.1b. Thereby, the results contribute to the body of knowledge in several ways.
From a research perspective, the literature search reveals two major research gaps.
First, current compliance checking approaches are either not generally applicable
in terms of models developed with different modeling techniques or they are not
applicable with the whole body of compliance patterns. Second, the approaches
lack a proper evaluation of their usefulness for the industry. Based on these
research gaps, an agenda for further research work to develop and evaluate design-
time compliance checking approaches was developed (CR6). From a practical
perspective, the literature search provides a list of adoptable approaches, which
might be applied in real-world projects. Compliance experts and CIOs are
informed about approaches that may be tailored for their individual needs (CP4).

In order to address the identified research gap, an approach for checking various
compliance rules in business processes, modeled with various modeling tech-
niques, was developed. Through the semi-automatic analysis of business process
models, the approach efficiently supports compliance assessments and thereby
addresses RQ2.2. The developed prototype provides two research contributions.
First, the applicability of the theoretically motivated approach could be demon-
strated by using the developed metamodeling prototype. Business process models,
developed with a proprietary building block-based modeling technique, were
checked regarding several different compliance rules (CR7). Second, the approach
and its prototypic implementation provide a basis for an applicability check and an
extensive evaluation in a real-world scenario (CR8). From a practical perspective,
the generalizability of the approach allows for using it in different industry
environments, regardless of the applied modeling technique or compliance rules
(CP5). Companies, in particular financial institutes, may use the approach in order
to check their business process models for compliance frauds and regulatory
requirements.

For the evaluation of the introduced business process compliance checking
approach a suitable evaluation concept, based on focus group sessions, was
developed and addresses RQ2.3. The approach combines quantitative research
elements from TAM (Venkatesh and Bala 2008; Venkatesh and Davis 2000;
Venkatesh et al. 2003) with qualitative elements of an applicability check
(Rosemann and Vessey 2008). Therefore, the developed evaluation concept pro-
vides a generalizable and comparable way for evaluating business process com-
pliance checking approaches. Researcher may use this evaluation concept in order
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to enhance the comparability of evaluation results of different compliance
checking approaches (CR9). Industry may use this approach in order to check
whether a certain business process compliance checking approach is suitable and
whether internal prerequisites for using semi-automated business process com-
pliance checking are given (CP6).

Finally, the evaluation method was empirically applied in a business process
compliance project within one of Germany’s biggest IT service providers for
banks. The project comprises the modeling of both business process models and
compliance rules. Furthermore, the models were checked regarding regulatory
compliance by using the compliance rules modeled. In the end, two workshops
have been conducted, following the question guideline and procedure of the
developed evaluation approach in order to answer RQ2.4 and to shed light on the
acceptance of a generalizable compliance checking approach for financial indus-
tries. The results provide evidence that the developed compliance checking
approach is very useful when the business process model repository exists in such
a way that it can be analyzed by a formal checking approach. The contributions for
research are 2 fold. First, the relevance and acceptance of business process
compliance checking approaches could be proven in a real world setting (CR10).
IS researchers receive insights into the applicability of a compliance analysis
approach. Second, concrete compliance patterns are provided in order to repeat the
checking experiments in other environments and with other approaches (CR11).
Practitioners get insights into thoughts of compliance and business process experts
regarding the usefulness and application requirements of business process com-
pliance checking approaches (CP7).

5.1.3 Improving the Effectiveness and Efficiency
of Conceptualizing Regulatory Reporting
Requirements (RQ3)

Besides the analysis of business processes, this book also contributes to the
investigation of approaches for regulatory compliant report and DW design
(RQ3.1). Therefore, an industry study and literature review was conducted in order
to derive challenges of regulatory-driven data warehouse requirements engineering
processes. The challenges and shortcomings in current regulatory-driven DW
development processes were identified in two focus group sessions with banking
and DW experts and by conducting a literature review. Among others, a missing
traceability of effects of regulatory changes on the DW, a lack of navigation
structure of requirement specifications, and non-consistent requirement docu-
mentations were revealed. Additionally, redundant work during the specification
of regulatory requirements was strongly discussed by workshop participants.
Based on these discussions, a literature review was conducted in order to identify
research gaps. Based on the results, a research agenda was developed for further
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research regarding the requirements engineering process for regulatory-driven IT
projects. This work’s contribution to research is 3 fold. First, it provides insights
into requirements engineering processes of banks and their IT service providers. It
thoroughly describes the challenges for IT and legal experts when they need to
work in an interdisciplinary team and sheds light on the reflection in scholarly
literature (CR12). Second, the identified challenges motivate a deeper investiga-
tion of the interaction between IS and legal experts in regulatory-driven IT projects
(CR13). Third, researchers may use the research agenda for developing new
artifacts for supporting the requirements engineering process of regulatory-driven
data warehouse projects (CR14). Practitioners from financial industries may use
the discussion results and challenges for a better preparation and awareness for
challenges in their own regulatory-driven DW projects (CPS).

The identified challenges led to the development of a model-based solution. To
represent and trace regulatory requirements in conceptual DW and report models,
a modeling technique was developed that can be used for developing configurative
reference models of regulatory-driven DW requirements. The developed modeling
technique was evaluated by conducting laboratory modeling experiments, whose
results indicate that using reference models will increase the efficiency and
effectiveness of the conceptual design of DWs in a regulatory environment.
Thereby, the second aspect of research question three (RQ3.2) was addressed. This
work provides two research contributions. First, a conceptual modeling technique
for regulatory report requirements is presented and tested with financial supervi-
sory report requirements from different regulations (CR15). Second, the extent, to
which the efficiency and the effectiveness of using the modeling technique are
accelerated and improved, was determined (CR16). The experimental results can
be used for conducting further studies and for comparing these results with the
experimental results at hand. Practitioners benefit from this work in two ways.
First, IT and legal experts receive a modeling technique, which is applicable to the
conceptual design of regulatory reporting requirements (CP9). The technique can
be used for own DW projects in order to increase the efficiency and effectiveness
of the conceptual design phase. Second, supervisory agencies, such as the Euro-
pean Central Bank and the German Federal Bank, may use the modeling technique
in order to develop conceptual reference models for DW requirements in addition
to the legal texts in the law (CP10).

In order to apply the developed modeling technique, a modeling tool is necessary
that allows for developing and analysing conceptual models for regulatory report
requirements. The third aspect of the research question RQ3 was addressed by the
implementation of the developed modeling language into the meta-modeling tool
H2-Toolset. In a sample application, the analysis capabilities of the modeling tool
could be used for tracing the effects of regulatory changes on DW constructs and
vice versa. The successful implementation of the modeling technique provides two
essential research contributions. First, the applicability of the developed modeling
technique could be demonstrated by the use of the prototypal implementation
(CR17). Second, the modeling tool can be applied in further modeling experiments
in order to evaluate the usefulness and feasibility of the developed modeling
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technique (CR18). From a practical perspective the modeling tool can be used in
DW projects to build-up a well-structured model repository, which can be analyzed
regarding the impact of regulatory changes (CP11). In this way, the developed
artifact addresses the challenges, identified in the workshops (see Sect. 4.3).

As a final step for answering research question RQ3, the developed conceptual
modeling technique was evaluated regarding its capability to represent regulatory
reporting requirements. RQ3.4 was addressed by conducting three extensive
modeling experiments with IS bachelor and master students. The results provide
evidence that the majority of the modeling technique elements are (mostly) nec-
essary and applicable for the requirements engineering process of legal supervi-
sory reporting obligations. The work provides three contributions for research and
practice. First, the applicability of the developed modeling technique was inves-
tigated for three supervisory-related regulations (CR19). Second, the modeling
projects provide lessons learned for further regulatory-driven modeling projects,
which are relevant for both research and practice (CR20 and CP12). Third, based
on the combination of legal visualization and IS, the research results motivate a
discussion about an interdisciplinary perspective of information modeling and
legal visualization (CR21).

5.1.4 Conceptualizing and Supporting the Collaboration
of IS and Legal Experts (RQ4)

Model-based compliance management is strongly coupled with the collaboration of
IS and legal experts in regulatory-driven IT projects. In order to provide insights
into the collaboration of IS and legal experts from a practical perspective, a case
study about a regulatory-driven IT project was conducted and addresses RQ4.1.
A framework was developed for the classification of the perceived relationship of
IS and legal experts in regulatory-driven IT projects. The framework consists of
three dimensions (influence character, influence direction, influence impact), with
which the relationship of IS and law in such IT projects can be described. The
work’s contribution to research is 2 fold. For the first time the collaboration of IS
and legal experts was investigated and the perceived relationship between these two
stakeholder groups were conceptualized in a multidimensional framework (CR22).
Researchers may use the developed framework for comparing the behavior of
IT and legal experts in different regulatory-driven IT projects. In addition, the
framework may build a basis for a structured literature review about the relationship
of IS and law in scholarly publications (CR23). From a practical perspective, the
framework can be used to support the management of regulatory-driven IT projects
and to learn from the experiences, described in the case study (Knackstedt et al.
2010). When project managers are aware of the different perceptions of stakeholder
in regulatory IT projects, the solution finding process and implementation of pre-
ventive measures is supported.
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Besides the investigation of the perception of IS and law in IT projects, this
book also provides insights into the perceived relationship of IS and law in a part
of the IS research community. The goal to investigate how IS researchers perceive
and reflect the relationship of IS and law (RQ4.2) was reached by conducting an
extensive literature review in top IS journals and conference proceedings. The
results provide evidence that the developed classification framework, containing
the dimensions influence character and influence direction, can be applied for
describing the perceived relationship of IS and law in IS research. The work
contributes to research in two ways. First, IS researchers receive a classified
overview about the perceived relationship of IS and law in IS outlets (CR24).
Second, based on these findings, the results provide implications for an interdis-
ciplinary research perspective on IS and law in future IS research (CR25).

Research at the border of IS and law is mostly published in different outlets. Thus,
researcher groups that work on closely related topics need much effort to find each
other and to collaborate. The third aspect of research question RQ4.3 addresses this
problem and demands for a solution to classify and analyze research artifacts from IS
research and law. The solution contains the development of a web-based research
portal, in which research organizations can publish structured descriptions of their
research results and corresponding research projects. In this way, the portal collects
interdisciplinary literature and contributes to a combined perspective on regulatory-
driven IS topics (CR26). The developed artifacts and study results in this book, for
instance, can be classified among the portal dimensions. Thus, legal academics can
get access to the results and possibly takeover or extend some ideas. In addition,
researchers can use the portal to identify research gaps (CR27). Furthermore,
researchers as well as practitioners may use the portal in order to receive an overview
about research organizations that work on legal informatics, information law, and IS
related topics (CR28 and CP14).

5.2 Limitations

The results presented in this book have limitations, which are covered in the
corresponding research papers to some extent. Five further limitations exist that
cover the book as a whole.

First, this book comprises 13 autonomous publications and manuscripts, which
have been published in or submitted to different outlets. The final version of each
publication is the result of the consideration of several different reviewer com-
ments and improvement suggestions. Due to different calls for papers or publi-
cation invitations, each publication was written for a certain application context.
Therefore, the communicated findings of this work vary among the different
articles, for example, regarding their style, depth of details, and terminology.

Second, this work perceives model-based compliance management from an IS
perspective. Results from other disciplines, such as legal visualization, were not
primarily investigated and compared with the artifacts at hand. In addition, besides
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the contingency theory (Galbraith 1973; Lawrence and Lorsch 1967), other the-
oretical foundations for investigating and explaining the influence of regulations
on the organization of IT departments may be used.

Third, the developed business process and reporting compliance approaches
were mainly applied at one financial institute. To generalize the results, further
applications in other organizations of financial industries are necessary. Further-
more, the problem of inconsistent terms in process modeling was not addressed by
the presented approach. Even if a building block based modeling technique, such
as the SBPML for banks (Becker et al. 2010b), decreases the likelihood of name
conflicts, it might be possible that process element names in the business process
model and in the compliance pattern diverge. In this case, the pattern would not
match to the business process model and the analysis will most likely return no
results. First attempts for semantic standardization of information models and the
prevention of term conflicts have been presented by Delfmann et al. (2009) and
Thomas and Fellmann (2009). Furthermore, the majority of patterns that have been
described in this book are valid for only a small number of business processes. The
efficiency advantages of semi-automated business process compliance analysis are
raised when the compliance checking approach assesses several business process
models. Thus, compliance patterns that can be applied across business process and
department borders need to be investigated in the future.

Fourth, the development of a modeling technique for regulatory reporting
requirements presumes that the financial institution is responsible for the develop-
ment and maintenance of the reporting systems. If core-banking software was
bought by a software supplier or the bank is not in charge of software maintenance,
this firm will not belong to the main target group of the developed modeling tech-
nique. Furthermore, the modeling technique was developed based on several reg-
ulation text excerpts. Nevertheless, its completeness in terms of all legal reporting
requirements remains unclear. So far, the developed modeling technique was not
applied in a real industry project, which prevents a statement regarding the general
acceptance of the modeling technique. In particular, the usefulness of reference
models has only been argued and tested in a laboratory experiment. Experiences in
real DW development projects need to be investigated in further research works.

Fifth, the collaboration of IS and legal experts was not investigated in a project
that applies the artifacts introduced in this book. It was not investigated how the
perceived relationship of IS and law changes or how it is influenced when com-
pliance checking and conceptual modeling and analysis techniques for regulatory
requirements are applied.

5.3 Outlook

The findings of this research work comprise several new insights into compliance
management in financial industries and the collaboration of IT and legal experts in
general. Based on the research work at hand, a couple of further questions need to
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be answered in the future. The classification framework, introduced in Sect. 4.1, is
applied to classify further behavioral science and design science research work
(Fig. 5.2). In the following, the research topic addressed is referenced by the
corresponding number in the classification framework (1-12).

At the metamodel level, four research topics need to be investigated in further
research work. First, a process modeling technique that fulfills the specific
requirements of legal experts needs to be developed (1). Approaches for process
modeling techniques that include regulatory requirements exist (e.g., Alpar and
Olbrich 2005), but their applicability was not proven so far. In particular, legal
experts may have other requirements for a suitable business process modeling
technique then IS experts. A new or extended modeling technique for regulatory
requirements must be evaluated among legal experts as well as IT experts in order
to prove its feasibility (2). For reporting compliance, the developed and extended
modeling technique H2 for Reporting must be evaluated in a real world project (4).
Based on the findings and specific requirements from legal experts, the modeling
technique needs to be justified (3).

The model level comprises the development of configurative reference models
for regulatory-influenced business processes and reports (5 and 7). In order to
develop configurative reference models, the developed modeling technique for
regulatory reporting requirements can be applied. In addition, the reference models
must be evaluated in real regulatory IT projects. Particularly, the acceptance and
applicability of the reference models by legal experts should be part of further
investigations (6 and 8).

Finally, new artifacts need to be developed in order to increase analysis capa-
bilities for report and business process models. So far, the definition of compliance
patterns is only feasible by using a formal mathematical approach. In further
research work the development of an interface for a graphical representation and
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reuse of compliance patterns should be developed (9). From a behavioral science
perspective, the effectiveness and efficiency of the developed business process
model analysis approach must be evaluated in further industry studies (10). The
focus group session results, outlined in Sect. 4.3, indicate that the efficiency and
effectiveness of compliance checks are increased. However, the participants could
not determine the exact extent to which the performance would increase when using
the approach. From a reporting compliance perspective, an analysis approach is
needed to determine the degree of regulatory freedom by comparing internal and
external regulations (11). The more internal regulations exist, the more regulatory
freedom a company has because regulations are formulated in a very general way.
Furthermore, the usefulness of regulatory influence analysis functions must be
evaluated in further empirical investigations (12).

The regulatory influence on the design of IS and on the management of orga-
nizations is one of the most upcoming topics in IS research since almost every new
enacted regulation has a significant influence on IS. In the past, requirements for IS
mainly stem from departments and business units within the borders of organi-
zations. Nowadays, more and more requirements originate from a dynamic and
volatile regulatory environment and legislature, particularly in financial industries.
The dynamic legislature indicates that the trend towards an increasing regulatory
body will not end in the near future. Rather, it is expected that the effort to design
regulatory compliant information systems and business processes, in particular in
financial industries, will increase steadily. This book provides a few solutions and
guidelines to tackle these challenges and to build up an effective and efficient
compliance management.
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